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Figure 8. Flow chart representation of the main observing loop. The observing loop gets the next object from the scheduler process (Section 4.2) and instructs
the telescope control process to slew to the target. A target acquisition loop (Section 4.3) then ensures that the science target is centred in the mask. The source
is then observed until the SNR goal is reached (Section 4.4). The loop then acquires the next object from the observing queue.

4 C O N T RO L S Y S T E M

4.1 Overview

The RoboPol control system is designed with high observing effi-
ciency and dynamic scheduling as prime goals. High efficiency is
achieved by full automation of the observing process, and dynamic
adjustment of the exposure time for a target to reach a specified
SNR goal.

The control system operates the Skinakas 1.3-m telescope robot-
ically during RoboPol observing sessions, and allows full manual
control of the telescope the rest of the time. As described in Sec-
tion 2.1, the control of the telescope subsystems is spread over sev-
eral computers running a variety of operating systems. The RoboPol
control system is written in PYTHON and consists of a number of in-
dependent processes running on these computers, communicating
with each other over ethernet using TCP sockets.

A simplified flow chart of the main observing loop in the master
control process is shown in Fig. 8. Some of the other independent
processes are shown in purple. The control system processes are as
follows.

Master: control the observing process.
Scheduler: provide the next object to observe (Section 4.2).
Pipeline queue: analyse the FITS images from the instrument

and provide the science target magnitude and linear polarization to
the master and scheduler processes.

Gamma-ray data pipeline (not shown): process the gamma-ray
data provided by the Fermi large area telescope (LAT) offline and
provide the latest data to the scheduler process.

Telescope control: interface with the mount, dome, and focus
control through the TCS computer, control of the RoboPol filter
wheel and CCD.

GUI (not shown): a graphical interface to the control system
to provide the telescope operator with feedback and allow manual
intervention if necessary.

Weather (not shown): monitor a weather station to provide in-
formation to the watchdog processes and for logging.

Watchdogs (not shown): monitor and maintain the stability of
the control system.

In addition to the fully automated main observing loop, the con-
trol system runs an automated focus routine (Section 4.5) several
times during the night, automatically acquires flat-field exposures
(Section 4.6) to monitor dust contamination of the optics, and has
a target-of-opportunity mode that can interrupt the main observing
loop to observe, for instance, gamma-ray burst optical afterglows.

All exposures made by the control system are stored on disc at
the telescope and transferred once a day to servers at the University
of Crete. From there the data are distributed over the internet to
the partner institutions for redundant backup. A data base of light
curves for all the sources in every RoboPol field is maintained at
the University of Crete.

4.2 Dynamic scheduling

The RoboPol control system is designed to allow dynamic schedul-
ing. At the start of each night the scheduler process produces a
nominal schedule of the sources from the RoboPol catalogue that
are due to be observed. As each source is observed its measured
magnitude and linear polarization are passed to the scheduler pro-
cess to allow changes to the schedule to be made, if necessary.
This dynamic response mode is not being used in the first observ-
ing season while we gather the data necessary to characterize the
behaviour of our sources and develop the algorithms to reliably
identify interesting behaviour. Details of the dynamical scheduler
will be reported in future papers.

4.3 Target acquisition

The pointing requirements for the RoboPol instrument are very
stringent: we require the science target to be within 2 arcsec of the
pointing centre of the mask. We cannot achieve this precision with
a blind slew to a source, so the control system contains a target
acquisition loop to centre the source in the mask before taking the
science exposures.
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Figure 9. The initial pointing offset of the field centre from the commanded
position. Inset: about 90 per cent of sources require two or fewer pointing
corrections to be properly centred.

After the initial telescope slew, the control system takes a short
exposure of the field. This is processed using the pipeline to find the
mask location and to calculate the WCS that describes the frame.
A pointing correction that would place the target coordinates at the
mask pointing centre is calculated. This correction is applied and
another short exposure is taken. This loop is repeated until the target
source is properly located. The performance of the target acquisition
system is shown in Fig. 9. Most initial slews are within ∼2 arcmin
of the commanded position, and ∼90 per cent of sources require
two or fewer pointing corrections to be properly placed in the mask.

It is not necessary for the central target source to be visible in
a single exposure for this procedure to work. As long as there are
enough stars in the field for the pipeline to calculate the WCS for
the frame, the location of the source in the field can be calculated
and the appropriate pointing correction applied.

4.4 Dynamic exposure time

Both the polarization and magnitude of blazars are highly variable
at optical wavelengths. For greater observing efficiency, we expose
only long enough to reach a target SNR of 10:1 in p, which equates
to an uncertainty in the EVPA of ∼2.◦86 (see equation 7). Because
the blazar emission can change significantly from night to night
(and even within a night), we calculate the necessary exposure time
to reach our SNR goal from the data as we gather it.

We use the final target acquisition exposure to provide an initial
guess for the required exposure time. We calculate the amount of
time needed to collect 250 000 photons in total from the source,
which we have found gives an SNR in p of ∼10:1 in an ∼3 per cent
polarized source under average observing conditions at Skinakas.
We then take a number of science exposures; as the science expo-
sures are accumulated we run the pipeline on the stacked image
and update the estimate of the required observing time. We stop
observing once the SNR goal is reached, or when the total exposure
time has reached 40 min.

4.5 Autofocus

The RoboPol instrument is optimized to measure the linear polar-
ization of point sources. The control system contains an autofocus
mode that takes a series of exposures at different focus positions.
It then finds the focus position that produces the lowest median
FWHM across the field. While the FWHM does vary across the
field, the minimum in the median FWHM corresponds to the same

focal position as the minimum in the FWHM of the central target,
and the curve of median FWHM versus focus position has lower
noise than the curve for a single source. This procedure is run at the
beginning and mid-way through each night.

4.6 Autoflats

The control system automatically takes flat-field exposures at dawn
or dusk, which are used to track the presence of dust in the telescope
optics and its effect on the performance of the instrument.

We select an observing location for the flat-field exposures by
requiring that the distance of the target flat-field sky area from the
Moon be more than 50◦ and that the distance from the horizon
be more than 40◦, thereby limiting the gradient of the background
to <1 per cent across our field (Chromey & Hasselbacher 1996).
The control system selects as the target sky area the point on the
line of declination δ = +32◦ that meets these criteria and has the
greatest summed distance from the Moon and the horizon.

According to Tyson & Gal (1993) the logarithm of the brightness
of the sky changes linearly with time, with possible deviations due
to atmospheric dust. We have found that the sky brightness light
curve is better described by a second-order polynomial. We take a
series of short exposures of the sky every 120 s to characterize the
median sky brightness light curve. Once the changing sky brightness
is adequately characterized, we calculate the optimum time to start
taking the flat-field exposures such that we get a median background
count of ∼10 000 ADU pixel−1 (∼1/3 of the non-linear point for
this CCD) in the first flat-field exposure. We then take a series
of 3−10 s exposures while varying the pointing location of the
telescope, which is used to calculate the master flat-field image.

5 C O N C L U S I O N S

We have described the data reduction pipeline and control system
developed for the RoboPol project. We have shown that the aper-
ture photometry using circular apertures performed by the RoboPol
pipeline produces results that are indistinguishable from those ob-
tained using the standard APT (Laher et al. 2012). Our aperture pho-
tometry code has a substantially faster processing time than APT,
though it should be noted that APT was not designed with processing
speed as a primary goal. By using our own code, we are also able to
use a square background estimation aperture for the central target,
thereby taking full advantage of the focal plane mask.

Most optical polarimeters use a rotating polarization element to
remove instrumental effects from the polarization measurement.
The RoboPol instrument does not; we instead take a single expo-
sure and use a model of the instrumental effects (Appendix A) to
correct the measured spot intensities before calculating the source
polarization. The instrument model is derived from observations of
unpolarized standard stars at multiple locations in the RoboPol field
of view. We used the RoboPol pipeline to analyse observations of
a set of polarized standard stars and found that the measured polar-
izations matched the catalogue polarizations to within the statistical
error.

The measurement of the magnitude of the sources in a RoboPol
image is obtained by relative photometry against photometric stan-
dards in the field. The only catalogue of photometric standards of
sufficient quality and sky coverage to be suitable for use with the
RoboPol data is the PTF R-band catalogue (Ofek et al. 2012b).
However, it does not include the fields around every source in the
RoboPol sample and is not in the same photometric system as the
RoboPol data, so we are in the process of taking the necessary data
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to extend the PTF R-band catalogue to cover all RoboPol sources
in the Johnson–Cousins photometric system. All the RoboPol data
will be reprocessed using our new catalogue of standards once it
is complete. We have shown that the magnitudes measured by the
RoboPol pipeline are consistent with those in the PTF catalogue.

The RoboPol control system is written to allow dynamic schedul-
ing. It analyses each image as it is taken and sends the results to
the scheduler. A primary goal of the RoboPol project is to use
this information to respond immediately to important changes in a
source’s behaviour without human intervention. However, knowing
what changes in a source’s emission are important requires us to first
characterize their behaviour. In the first observing season, we are
taking the data necessary to perform this characterization, and will
report on the resulting design of the dynamical scheduler in future
papers. Due to the modular design of the RoboPol control system
we will be able to change the scheduling code with minimal effort.
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APPENDI X A : INSTRUMENT MODEL

The instrument model describes two separate behaviours of the
RoboPol receiver. These are the variation in the spatial pattern
made by the spots on the CCD, and the effect on the intensity of
each spot. The data used to generate the model come from a series
of exposures of a standard unpolarized star. In each exposure, the
telescope pointing is stepped by 1 arcmin, thereby sampling a grid
of points in the field of view with the standard source. Fig. A1 shows
the locations of the standard star in a series of such exposures.

Since the intrinsic magnitude and polarization of the source does
not change over the course of the exposures, any changes in the
observed magnitude or polarization of the source are due to aber-
rations in the combined telescope and instrument optics. We can
then model the corrections to the spot intensities that will result in
a source of zero polarization and constant magnitude regardless of
where in the field of view it is located.

The model described here is agnostic about the source of the
aberrations that it corrects for. It is purely empirical: it corrects
for the observed behaviour with as few parameters as necessary,
regardless of the physical source of the aberrant behaviour. The
functional forms used in the model were selected by best fit to the
data, rather than derived from a physical model of the optics.

A1 Spatial model

The spatial model predicts the location of the four spots on the
CCD, given the location of the source (x, y). As shown in Fig. 1,
this pattern is described by six numbers. The distance between the
horizontal spots is given by �x(x, y), and between the vertical spots
it is �y(x, y). The distance from the right-spot to the central point
(x, y) is given by δx(x, y), and from the upper-spot it is δy(x, y).
Finally, the angle between the CCD x-axis and the horizontal line is
φx(x, y) and the angle between the CCD y-axis and the vertical line
is φy(x, y).

Figure A1. A plot showing the location of the standard unpolarized star
HD 154892 in a series of exposures. The individual spots are indicated by
black dots, and the central point by a red cross.
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Figure A2. The data (left), best-fitting model (centre), and residuals (right) for the quantity �x in the instrument spatial pattern model. Note the change in
colour scale for the residual plot. Areas in the plot with no data, due to imperfect coverage of the field as shown in Fig. A1, are blank.

Figure A3. The data (left), best-fitting model (centre), and residuals (right) for the quantity δx in the instrument spatial pattern model. Note the change in
colour scale for the residual plot.

Figure A4. The data (left), best-fitting model (centre), and residuals (right) for the quantity φx in the instrument spatial pattern model. Note the change in
colour scale for the residual plot.

The left-hand panel in Figs A2–A4 shows the measurement of
these quantities for the x subscript. The y version looks similar.
In these plots, we have split the CCD into 100 cells and have plotted
the average quantity in each cell. We have found empirically that
the data are well-fitted by these functional forms:

�x(x, y) = P 3
�x,1(xc) + P 2

�x,2(yc) (A1)

�y(x, y) = P 3
�y,1(yc) + P 2

�y,2(xc) (A2)

δx(x, y) = P 2
δx,1(x) + P 2

δx,2(y) (A3)

δy(x, y) = P 2
δy,1(y) + P 2

δy,2(x) (A4)

φx(x, y)= a0[(x − a1)+(x − a1)(y − a2)+(y − a2)]+a3 (A5)

φy(x, y)= b0[(x − b1)+(x − b1)(y − b2)+(y − b2)]+b3. (A6)

Here, PN(x) is a polynomial of order N in x, and ai, bi are coefficients
for the φ expressions.

The best-fitting model for each case are shown in the centre
panel of Figs A2–A4, and the residual (difference between the data
and the model in each cell) is shown in panel (c). The fits are
generally excellent, with the residuals for the δ parameters being
noise dominated. Some coherent structure remains in the residuals
for the � and φ quantities, but the level of the residuals are low
enough that the spot matching method described in Section 3.2.1
works, and there is hence no need to add additional detail to the
model.

A2 Intensity model

The instrument intensity model is used to correct the measured
spot intensities for systematic errors that affect the polarimetry and
relative photometry measurements. We model the measured spot
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Figure A5. The uncorrected (left) and corrected (right) relative Stokes q parameter, which correspond to before and after applying the instrument intensity
model to the data, respectively.

Figure A6. The uncorrected (left) and corrected (right) relative Stokes u parameter, which correspond to before and after applying the instrument intensity
model to the data, respectively.

intensities as

N0 = [1 − r01(x, y)]f01(x)fP (y)N∗
0 (A7)

N1 = [1 + r01(x, y)]f01(x)fP (y)N∗
1 (A8)

N2 = [1 − r23(x, y)]f23(x)fP (y)N∗
2 (A9)

N3 = [1 + r23(x, y)]f23(x)fP (y)N∗
3 , (A10)

where Ni is the measured spot intensity and N∗
i is the true spot

intensity for spot i = 0, . . . , 3. The instrumental polarization is
determined by the parameters r01(x, y) and r23(x, y). These parame-
ters describe the ratios of the intensities in spots 0/1 and spots 2/3,
respectively. As in the spatial instrument model, we determined the
best-fitting functional forms empirically:

r01(x, y) = 1 + R01,1(x, y) + R01,2(x, y) (A11)

where

R01,1(x, y) = a0[(x − a1) + (x − a1)(y − a2) + (y − a2)] + a3

(A12)

R01,2(x, y) = b0[(y − b1)2 − (x − b2)2]. (A13)

The same functional forms are used to determine the model for
r23(x, y). Figs A5 and A6 show the measured and corrected rela-
tive Stokes parameters. Large position-dependent systematic errors
are evident in the uncorrected plots, while the corrected plots have
the expected mean of 0 with no systematic errors. The coefficients
ai, bi have no relation to those in equations (A5) and (A6).

The functions f01(x), f23(x), and fP(y) describe the instrumental
photometry errors: the position- and prism-dependent optical trans-
mission of the instrument. The functional form that describes f01(x)
is

f01(x) =
{

y1 : x ≥ xcr

y2 : x < xcr

(A14)

where

y1 = a0

π
[2 arccos f − sin (2 arccos f )] (A15)

y2 = hx2 + gx + k

: f = a1(x − xcr)

2048

: g = (a3 − 1)a0

(a2/2 + x2
cr/(2a2) − xcr)

: h = −g

2a2

: k = a0 − hx2
cr − gxcr. (A16)

y1 captures the effect of partly blocking an aperture stop. y2 fits the
response in the region where the aperture stop is not blocked with
a second-order polynomial. The parameter xcr is the point on the
CCD where we transition from a blocked to an unblocked aperture
stop. A similar function describes f23(x). The function fP(y) captures
a dependence on y that affects all four spot intensities equally, and
is described by a second-order polynomial. The model coefficients
ai are not related to those used in equations (A5), (A6), and (A13).
Fig. A7 shows the uncorrected and corrected total source intensity
(sum of all four spot intensities). The corrected source intensity is
free of systematic error.
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Figure A7. The uncorrected (left) and corrected (right) total source intensity, which correspond to before and after applying the instrument intensity model to
the data, respectively. Note the change in colour scale for the corrected plot.
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