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Abstract Earthquake finite-source inversions provide us with a window into earth-
quake dynamics and physics. Unfortunately, rise time, an important source parameter
that describes the local slip duration, is still quite poorly resolved. This may be at least
partly due to sparsity of currently available seismic networks, which have average
sensor spacing of a few tens of kilometers at best. However, next generation obser-
vation systems could increase the density of sensing by orders of magnitude. Here, we
explore whether such dense networks would improve the resolution of the rise time in
idealized scenarios. We consider steady-state pulselike ruptures with spatially uniform
slip, rise time, and rupture speed and either Haskell or Yoffe slip-rate function on a
vertical strike-slip fault. Synthetic data for various network spacings are generated by
forward wave propagation simulations, and then source inversions are carried out us-
ing that data. The inversions use a nonparametric linear inversion method that does not
impose any restrictions on rupture complexity, rupture velocity, or rise time. We show
that rupture velocity is an important factor in determining the rise-time resolution. For
sub-Rayleigh rupture speeds, there is a characteristic length related to the decay of the
wavefield away from the fault that depends on rupture speed and rise time such that
only networks with smaller station spacings can adequately resolve the rise time. For
supershear ruptures, the wavefield contains homogeneous S waves the decay of which
is much slower, and an adequate resolution of the rise time can be achieved for all
station spacings considered in this study (up to few tens of kilometers). Finally, we
find that even if dense measurements come at the expense of large noise (e.g., 1 cm=s
noise for space-based optical systems), the conclusions on the performance of dense
networks still hold.

Introduction

Our understanding of the dynamics and physics of earth-
quakes relies in part on kinematic source inversions that use
field observations to infer the time- and space-dependent pro-
gression of earthquake source processes. Typically, a fault
surface is assumed and discretized into subfaults; the goal of
the inversion is to determine time-dependent slip rate of each
subfault based on the available data (e.g., Hartzell and Hea-
ton, 1983; Archuleta, 1984). One of the important parameters
inferred is the rise time, that is, the time it takes for slip at a
particular point on the fault to reach its final value. Accurate
estimation of the rise time is quite important for understand-
ing earthquake physics. For example, if the rise time is much
shorter than the time required for the rupture to receive heal-
ing phases from the fault boundaries, then one may conclude
that earthquake ruptures propagate as self-healing slip
pulses, as proposed by Heaton (1990). Inferences on fracture
energy, the sensitivity of rupture to heterogeneities and the
amplitude and frequency-content of near-field ground mo-
tions are other aspects of earthquakes that critically depend

on rise time. Unfortunately, there are trade-offs between vari-
ous fault parameters and the rise time is often quite poorly
resolved (e.g., Konca et al., 2013).

The resolution of rise time and other parameters by in-
versions depends both on the available data and on the as-
sumptions made in various inversion procedures. Allowing
for variable rupture speeds is typically done in conjunction
with assuming the shape of the slip-time function, to reduce
the number of free parameters. This parametric approach
leads to nonlinear formulations of the inverse problem (Ji
et al., 2002; Liu and Archuleta, 2004). Although care is
sometimes taken to choose slip-time functions that are sim-
ilar to those of dynamic rupture modeling, the assumption
of the same slip-time function on all fault patches is highly
simplified (Shao and Ji, 2012). Formulated in the wavelet
domain (Ji et al., 2002) or time domain (Hartzell and Heaton,
1983), such methods rely on global optimization methods
such as simulated annealing (Sen and Stoffa, 1991) or genetic
algorithms (Sambridge and Drijkoningen, 1992). Another
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class of methods, known as multi-time-window methods
(Olson and Apsel, 1982; Hartzell and Heaton, 1983), adopt
a nonparametric approach and inverts for slip rate in a certain
number of temporal bins, with the timing of rupture con-
strained by assumed bounds on rupture velocity and rise
time. Such methods lead to a linear inverse problem that can
be solved by linear least-square optimization (Menke, 1989).
Additional constraints such as non-negativity of slip lead to
loss of linearity and require specialized methods such as non-
negative least squares (Lawson and Hanson, 1995) to obtain
a solution. Smoothness constraints are often incorporated in
both parametric and nonparametric approaches to mitigate
the intrinsic nonuniqueness of the inverse problem, which
is typical in the inference of subsurface parameters from sur-
face data.

Beresnev (2003) demonstrated with examples that
source models inverted for the same earthquake by different
groups have significant discrepancies in terms of slip distribu-
tion and other parameters, sometimes even when the same ap-
proach (e.g., Olson and Apsel, 1982, and Hartzell and Heaton,
1983, for 1979 Imperial Valley earthquake) is used by the
groups. These discrepancies arise due to subjective decisions
made on kinematic parameters and stabilizing constraints.

The inversion procedures are forced to employ a large
range of assumptions and constraints in part due to the lim-
ited data available, for example, sparse spatial coverage.
Seismometers in the best current networks are located tens
of kilometers from each other. The source inversion problem
with sparse data is severely nonunique, and its regularization
requires dramatic assumptions on rupture kinematics. These
assumptions are an obstacle to the identification of complex
rupture patterns, such as multiple simultaneous rupture fronts
and reverse rupture fronts observed in laboratory experi-
ments and dynamic rupture simulations (e.g., Gabriel et al.,
2012). Fortunately, much denser seismic networks may soon
be available. Block-by-block networks of low-cost micro-
electro-mechanical system sensors (Clayton et al., 2012)
could soon provide ground-motion recordings at every few
hundreds of meters in urban areas. Emergent concepts for
space-based earthquake observation systems (Michel et al.,
2013) could expand such dense coverage to remote areas.
These dense observation systems obviously come at a price:
their sensitivity or noise level are poorer than in conventional
seismic networks. This raises the question of the trade-off be-
tween quantity and quality of data for source inversion.

Here, we investigate the role of the network density
(or sensor spacing) in the resolvability of earthquake source
parameters, focusing on the rise time. The effect of station
spacing on inversions has been considered in several studies.
Miyatake et al. (1986) and Olson and Anderson (1988) stud-
ied this effect by considering a line array of stations per-
pendicular and parallel to the fault. Saraò et al. (1998) found
that stations on the hanging wall facilitate source inversion
on dip-slip faults. The case of single-station inversion was
considered in Gallovič and Zahradník (2011) to understand
the individual contribution of each station. The present study

is the first to consider systematically the effect of network
spacing in regular 2D networks, including dense networks
with a large number of stations that were prohibitively ex-
pensive for earlier studies and for certain inversion methods.
Owing to advances in computational resources, we are able
to extend the station distribution as far as two fault lengths
away and still manage to consider station spacings as short as
one twentieth of the fault length and one tenth of the fault
depth. Although the network aperture may in general also af-
fect the inversion quality, the fixed aperture considered here is
typical and covers a significant portion of the focal sphere.

To avoid the effects of various a priori assumptions, we
use a modified version of the nonparametric, adjoint inversion
method of Somala et al., (unpublished manuscript, 2014),
which makes no assumptions on the earthquake source other
than a prescribed fault plane. To set up a suitable parameter
study and to focus on fundamental aspects of the problem, we
consider steady-state pulselike ruptures with spatially uniform
slip, rise time, and rupture speed and either Haskell or regu-
larized Yoffe slip-rate function on a vertical strike-slip fault.
The rise time and rupture speed are varied from one source
model to another. For each source model, we simulate ground
velocities. The simulated ground velocities are used as data in
our inversion approach, assuming different network densities.

We address the following questions: How narrow are the
pulses that can be resolved with a particular network density?
How does rupture velocity affect the rise-time assessment?
What happens if dense data comes at the expense of higher
noise levels?

The rest of this article is organized as follows. In the
Theory and Methodology section, we introduce our adjoint
inversion method. In the Resolution of Rise Time for Pulselike
Ruptures section, quantitative estimates of the resolvability of
rise time for various network spacing and rupture speeds are
presented. In the Trade-Off between Noise and Network Spac-
ing section, we consider the effects of the additive noise. Our
findings are summarized in the Conclusions section.

Theory and Methodology

Problem Formulation

We aim at inferring the spatiotemporal distribution of
slip velocity on an assumed fault surface from ground-
motion data recorded at the Earth’s surface. We focus here
on strong-motion data, the primary dataset to constrain the
detailed time dependency of the rupture process. Other data-
sets like Global Positioning System or teleseismic waveforms
could be included in our source inversion formulation, at the
expense of additional complexity in determining the optimal
weighting for the different datasets (Sekiguchi et al., 2000; Ide
et al., 2005).

The data comprises three-component ground velocity
time series _d�xr; t� recorded at a set of n receiver locations
xr between the initiation of rupture at t � 0 and the final
recording time t � T. The source model comprises the
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two-component slip velocity time series m�x; t� at all points
x on the fault surface Σ. The fault geometry is assumed and
the fault-normal component of slip is assumed to be zero
(shear faulting). We use the term “synthetics” and the nota-
tion _s�xr; t;m� to denote ground velocities computed at
receiver location xr based on source model m. The synthetic
time series and the model parameters are linearly related by a
partial differential equation, the seismic-wave equation, or
equivalently by a representation theorem (e.g., 3.2 of Aki
and Richards, 2002). We concisely write this relation as

_s � Gm �1�
in which G is a linear operator from model space to data
space. We seek a model that reproduces the observed wave-
field, _s�m� ≈ _d, in a sense that will be made precise below.

Waveform data is usually low-pass filtered prior to
earthquake source inversion to downweight the high-
frequency components of the wavefield that cannot be well
predicted based on the available crustal velocity models,
which are usually good for long periods only. We denote
the impulse time response of the filter by h�t�, its cutoff fre-
quency by fc, and the convolution operation between two
time series by *. We define a cost function χ that quantifies
the misfit between filtered data and filtered synthetics:

χ�m� � 1

2

Z
T

0

Xn
r�1

kh�t� � �_s�xr; t;m� − _d�xr; t��k2dt; �2�

in which k · k is the 3D Euclidian norm. Defining a dot prod-
uct in the data space as hx; yi � R

T
0

Pn
r�1�h�t� � x�xr; t��·

�h�t� � y�xr; t��dt, we concisely write the cost function in
terms of the associated data space norm, k · k:

χ�m� � 1

2
k_s�m� − _dk2: �3�

Our goal is to find the source model m that minimizes the
cost function χ, subject to equation (1). The optimal model in
this classical least-squares problem is the solution of the so-
called normal equations (Tarantola, 2005):

G†Gm � G†d; �4�
in whichG† is the adjoint operator ofG, defined as the linear
operator from the data space to the model space that satisfies
the relation (Tarantola, 2005)

hd′;Gm′i � hG†d′;m′i �5�
for any arbitrary data d′ and model m′. The right side in-
volves the natural dot product in the model space.

Model Parameterization

We adopt the multi-time-window approach without
any a priori constraints on the hypocenter location, rupture

speed, rise time, or shape of the slip-time function. This al-
lows, in principle, to resolve complex scenarios such as fault
rerupturing. The slip rate at each subfault is expressed as a
linear combination of boxcar temporal basis functions, lead-
ing to a linear inverse problem (equation 4). The spatial basis
functions are boxcars over each subfault. The slip-rate time
windows start from the beginning of an earthquake and ex-
tend throughout the duration of the seismograms. The dura-
tion of each temporal basis function is the same as the
interval at which the seismograms are sampled. The temporal
sampling is chosen much smaller than 1=fc to guarantee dis-
cretization errors are insignificant. Spatial sampling, and
hence the total number of model parameters, is scenario
dependent. Because we do not limit the number of time win-
dows, our scheme can be characterized as the one with “unre-
stricted multiple time windows.” In principle, the model
discretization in time is similar to the classical multi-time-
window method introduced by Hartzell and Heaton (1983),
but the implementations of that approach are typically limited
to about 10 windows (Hartzell and Langer, 1993). Our unre-
stricted multi-time-window approach allows for timewindows
to cover the whole duration of the rupture, at all fault locations,
unlike other multi-time-window approaches used (Olson and
Anderson, 1988; Das and Kostrov, 1990; Gallovič et al., 2009;
Gallovič and Zahradník, 2011). Our approach does assume a
known fault geometry, as typical in inversions (Hartzell and
Heaton, 1983; Olson and Anderson, 1988; Graves and Wald,
2001; Ji et al., 2002).

Green’s Functions

We generate Green’s function (GF) to construct G using
the reflectivity method (Fuchs and Müller, 1971; Berman,
1997; Herrmann, 2013). A database of GFs covering all pos-
sible distances and azimuths in the densest configuration of
stations is computed beforehand and used throughout this
study. The same GFs are used both in kinematic forward sim-
ulations to generate data as well as in inversions. In other
words, we assume that the velocity model is known in com-
plete detail and concentrate on the effect of the network spac-
ing and rupture speed. If the rupture features cannot be
resolved with the perfectly known velocity model, then they
definitely cannot be resolved with an imperfect model.
Hence, our study aims at providing upper bounds on the net-
work density required to resolve given rise times. An ap-
proach that does not need calculating GFs for inversion,
which is advantageous in 3D heterogeneous velocity models,
is described in Somala et al. (unpublished manuscript, 2014).

Inversion Method

Starting with no prior information (zero initial guess),
we use a conjugate gradient (CG) algorithm to minimize
the cost function defined in equation (2) (Hestenes and Stie-
fel, 1952; Fletcher and Reeves, 1964). The CG algorithm is
described briefly in the following. The presentation is ab-
stract in the sense that it is valid for both the continuum
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and the discretized forms of the problem. In the continuum
formulation, G andG† are the forward and adjoint operators,
respectively, as previously introduced. In the discrete formu-
lation,G is a matrix composed of GFs andG† is its transpose.

1. Assume an initial model m0 (e.g. zero slip rate in space
and time) and compute the corresponding synthetics
(equation 1), s0 � Gm0.

2. Compute the residuals r0 by subtracting the data from the
synthetics, r0 � s0 − d.

3. Compute the gradient of the cost function with respect to
the model parameters, g0 � G†r0.

4. Set the search direction, p0 � −g0.
5. Then, for k � 1; 2; 3; 4;…, repeat the following:

• Compute new synthetics, sk � Gpk.
• Update the model so that the cost function is minimized
along the search direction,mk�1 � mk � αpk, in which
α � hrk; ski=hsk; ski.

• Update the residuals, rk�1 � rk � αsk.
• Compute the new gradient, γk�1 � G†rk�1.
• Update the search direction applying the Polak–Ribiere
formula (Polak and Ribière, 1969), pk�1 � −γk�1�
βpk in which β � hγk�1 − γk; γk�1i=hγk; γki.

• If the norm of the new search direction pk�1 is less than
a prescribed tolerance (e.g., 10−4) stop. Otherwise, in-
crement the iteration counter, k←k� 1, and go to
step 5a.

Because the approach is constructed based on the adjoint
operator G† and works for the linear formulation in terms of
slip rate, we call it the “adjoint linear slip-rate inversion.” The
method is similar to that used by Gallovič et al. (2009) as both
employ adjoint operators and a conjugate gradient solver.
However, the work of Gallovič et al. (2009) uses a line fault
with no depth resolution and imposes seismic moment and
positivity constraints, making their problem nonlinear.

Resolution of Rise Time for Pulselike Ruptures

Problem Setup

All rupture scenarios considered in sections hereafter
have a fixed moment magnitude of 7.0 and occur on a rec-
tangular vertical fault of length 40 km and depth 15 km. The
rupture reaches the surface. The subfault size is chosen to be
0.5 km. A regular network of seismic stations is deployed on
the surface, with fixed spacing and extends as far as two fault
lengths away from the fault trace on each side, giving a good
surface coverage with aperture of 200 km and 160 km in the
fault-parallel and fault-normal directions, respectively. The
closest stations are located at a distance to the fault trace
equal to the spacing between the stations, unless indicated
otherwise (Fig. 1).

The cutoff frequency of the low-pass filter is fc � 1 Hz,
and the temporal sampling interval of data and model is
0:1 s. The GF database is accurate up to the Nyquist fre-
quency of 5 Hz. The velocity model used here is a homog-

enous half-space with P-wave velocity VP � 5:6 km=s, S-
wave velocity VS � 3:2 km=s, and density ρ � 2:67 g=cm3.

Our goal is to investigate the rise-time resolution for dif-
ferent station spacings and rupture speeds. For this purpose,
we consider a fixed-width slipping pulse of a certain shape
propagating unilaterally at a constant speed along the strike
of the fault. Two different pulse shapes are considered, box-
car (Haskell, 1969) and regularized Yoffe function (Yoffe,
1951, see also Appendix B). The terms boxcar pulse and
Haskell pulse are used interchangeably in the following. Rise
times ranging from 0.5 to 4 s with the increment of 0.5 s are
considered. For a fixed rise time, we also vary rupture veloc-
ity to evaluate its influence on the rise-time resolvability.
Rupture velocities ranging from 1 to 5 km=s, with the
selected increment of 0:5 km=s. The slip-time function on a
subfault is represented by three parameters: rise time Tr, rup-
ture velocity Vr, and total slip D. We note that the problem
addressed here is linear in slip and prescribed slip is constant
everywhere on the fault (nearly 2 m), and a parameter study
over total slip is not necessary. The different kinds of scenar-
ios considered are summarized in Table 1.

Effect of Network Spacing on Resolving Rise Time
for Subshear Rupture Speeds

Figure 2 shows a representative snapshot of slip rate for
inversions of slip pulses with various rise times and network
spacings, all with the rupture velocity of 2 km=s. For the rise
time of 1 s, only the densest station configuration, with the
spacing of 2 km, shows a spatial pattern of slip rate that re-
sembles the input slip rate. As the spacing between stations
increases, the slip pulse smears out over a region wider than
the input pulse width, and peak slip velocity is underesti-
mated. As the station spacing gets as coarse as 40 km, there
is barely any sign of the pulse. The number of iterations re-
quired to stop the conjugate gradient algorithm is presented
in Appendix A for the case with 2 km=s rupture velocity and
1 s rise time, by considering the normalized errors in model
space and data space. Appendix A also considers the differ-
ences between the inverted models and the actual source, to
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Figure 1. Fault and station network geometry for the rise-time
resolution study. The station configuration is shown for the 20 km
station spacing, but various station spacings are considered in this
study. For a given spacing, the closest station to the fault is as close
as the spacing between stations.
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understand to what extent the spatiotemporal evolution of the
model can be retrieved. Changing the pulse shape from box-
car to Yoffe has little effect on the resolution in comparison
to the input (Appendix B).

We also consider a rise time of 0.5 s, but its resolution is
poor, as expected, because one cannot fairly represent rise
times that short while using a filter with the cutoff frequency
of 1 Hz. Filters with the higher cutoff frequency cannot be

Table 1
Summary of Kinematic Rupture Scenarios Used for Inversions

Haskell Yoffe Haskell Haskell Scenarios with Noise
(Vr � 2 km=s) (Vr � 2and 5 km=s) (Tr � 1 s) (Tr � 1 s)

Network Spacing (km) Figures 2 and 4 Figures 22 and 23 Figures 6 and 7 Figures 11 and 12

2 Tr � 0:5–4 s Tr � 0:5–4 s Vr � 1–5 km=s 1 cm=s noise
Vr � 2 km=s and Vr � 3 km=s

4 Tr � 0:5–4 s Tr � 0:5–4 s Vr � 1–5 km=s
5 Tr � 0:5–4 s Tr � 0:5–4 s Vr � 1–5 km=s
8 Tr � 0:5–4 s Tr � 0:5–4 s Vr � 1–5 km=s
10 Tr � 0:5–4 s Tr � 0:5–4 s Vr � 1–5 km=s
20 Tr � 0:5–4 s Tr � 0:5–4 s Vr � 1–5 km=s 0 cm=s noise

Vr � 2 km=s and Vr � 3 km=s
40 Tr � 0:5–4 s Tr � 0:5–4 s Vr � 1–5 km=s

Cases with Yoffe and Haskell pulses are both tested for various rise times Tr, rupture speeds Vr, and network spacings as
indicated.
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Figure 2. Representative slip-rate snapshots for the input (bottom row) and inverted source models of Haskell pulses with different rise
times propagating at the subshear rupture speed of Vr � 2 km=s. Upper rows show inversions for different network spacings, from 40 to
2 km. Columns correspond to different rise times, from 0.5 to 4 s. Coarser networks cannot resolve shorter rise times.
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confidently used in source inversion due to the poor knowl-
edge about the crustal velocity structure (Ide et al., 2005; Ide,
2007), except for well-calibrated velocity models in studies
of well recorded relatively small earthquakes (e.g., Wei et al.,
2013). For the longer rise times of 4 s, the pulse width as well
as the peak slip rate are well constrained in the inversions
from dense datasets. Coarser networks (spacing of the order
tens of kilometers) broaden the pulse and decrease the peak
slip rate. A commonly observed issue of loss of resolution
with depth (Custódio et al., 2009; Page et al., 2009) is also
evident in Figure 2.

We find that both the station spacing and the distance of
the nearest stations to the fault affects the inversion. Moving
the 20 km network so that the closest stations are at the dis-
tance of 4 km from the fault, we find that the inversion is
similar to the 20 km network with the closest stations
20 km from the fault, and it is not as good as that with
the 4 km network (Fig. 3). This result suggests that the net-
work spacing is an important parameter. At the same time, it
is clear that if a dense network of given aperture is placed
very far from the fault, its narrow angular coverage of the
focal sphere may negatively affect source inversion. We con-
firm this intuition by considering a case with the 4 km net-
work moved so that the nearest station to the fault is 20 km
away. The inversion results (not shown here) are indeed
worse than that of 4 km network. This suggests that both
spacing between stations and distance of the closest stations
from the fault are important to achieve good resolution in

source inversion. These two parameters are related, because
placing the network too far from the fault would effectively
result in a network of heterogeneous density (sparser near
the fault).

Quantitative estimation of the goodness of the inverted
rise-time values can be obtained from the slip-rate distribu-
tion. Because we do not impose non-negativity and smooth-
ing constraints, slip rate exhibits an oscillatory behavior at
the onset and cessation of slip. Hence, we use slip accumu-
lation to estimate the rise time. Specifically, we compute the
rise time as the time taken for slip on a subfault to go from
20% to 80% of its final value. The rise-time estimates ob-
tained for each subfault are converted into one nondimen-
sional number for the entire fault plane by taking the ratio
of the median value of the rise time over the whole fault
to that of the input rise time. Repeating this rise-time calcu-
lation for each input rise time and network spacing in Fig-
ure 2, a contour plot is constructed for the inverted rise time
(Fig. 4). Values of 1 indicate good recovery of the rise time,
with higher values indicating progressive smearing of the slip
pulse. Selecting an acceptable value for the goodness of the
recovered rise time (e.g., a factor of 2) partitions the param-
eter space into two regions, one of which (that of longer rise
times and denser networks, bottom right in Fig. 4) allows for
acceptable recovery of the rise time. Hence, one should be
careful while interpreting inverted rise times when they are
obtained based on network spacings of tens of kilometers
and nonparametric source inversion methods.
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Figure 3. Comparison of slip-rate snapshots for inversions of a Haskell pulse with Vr � 2 km=s, Tr � 1 s, and three different
network configurations: 20 km network spacing (column 2), 4 km network spacing (column 3), and 20 km network spacing adjusted such
that the closest stations are 4 km away from the fault (column 4). Because the inversion results in columns 2 and 4 are quite similar, this
example confirms that the network spacing is the determining factor for the rise-time resolution, and not the distance of the closest stations
to the fault.
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Effect of Rupture Velocity on the Resolution of Rise
Time

Rupture velocity can affect the resolvability of the source
parameters, including the rise time. In particular, supershear
ruptures have particle velocities decaying slower away from
the fault than subshear ruptures (Aagaard and Heaton, 2004;
Bernard and Baumont, 2005; Dunham and Archuleta, 2005;
Cruz-Atienza et al., 2009) owing to the presence of Mach
cones (Bizzarri and Spudich, 2008; Cruz-Atienza and Olsen,
2010). For this reason, we repeat the study of the previous sec-
tion for a supershear rupture speed of Vr � 5 km=s. The re-
sults (Fig. 5) show that the resolution of the rise time is much
better for the supershear case, as expected. The rise time being
resolved within a factor of 2 in all supershear cases considered.

A plane-wave analysis of steady-state pulselike rupture
in 2D provides some rudimentary explanation for the better
resolvability of supershear ruptures compared to subshear
ruptures. Consider the 2D problem of a slip pulse propagat-
ing in steady state with rupture speed Vr. The complete
wavefield is made of plane waves with apparent phase veloc-
ity along the rupture direction (x) equal to ω=k � Vr, in
which ω is the circular frequency and k is the wavenumber
along x. The particle velocity associated with these waves is
proportional to ei�−ωt�kx�ly� in which k2 � l2 � ω2=c2 and c
is a wavespeed. The wavenumber l along the fault-normal
direction y is then given by

l2 � ω2

c2
− k2 � ω2

�
1

c2
−

1

V2
r

�
: �6�

In the case of supershear ruptures, l2 > 0 and l is real for S
waves, leading to homogeneous Swaves that propagate with-

out attenuation. In the case of subshear ruptures, l is imagi-
nary for both P and S waves, which leads to inhomogeneous
waves that decay exponentially as a function of distance from
the fault. Their amplitude is proportional to e−jyj=y

�
, in which

the characteristic decay length scale is

y� � 1

Im�l� �
1

ω
�������������
1
V2
r
− 1

c2s

q : �7�

This length scale depends on frequency. Focusing on fre-
quencies near 1=Tr, which are necessary to temporally re-
solve the rise time, we define

y� � Vr

2π

Tr���������������������������
1 − �Vr=cs�2

p : �8�

For subshear ruptures, we propose that the minimum station
spacing required to resolve the rise time Tr of a rupture
propagating at Vr is proportional to y�. We define the pen-
etration distance C1y� over which the amplitude of the inho-
mogeneous wave, e−�y=y

��, decreases by 90%. We find
C1 � 2:3. The penetration distance should be thought of
as a spatial scale for the decay in the peak ground velocity
(PGV) not just right next to the fault but more generally at all
distances. Figure 4 shows that the curve C1y� has the same
general trend as the contours of the rise-time resolution, gen-
erally spanning the region of the good rise-time resolution
values from 1 to 1.25. This consideration implies an infinite
penetration distance for the supershear case, consistent with
the excellent rise-time resolution for all network spacings
considered (Fig. 5).

To confirm the anticipated dependence on the rupture
speed, we conduct inversions of the slip pulses with the rise
time of 1 s propagating at a range of rupture speeds for vari-
ous network spacings. A representative snapshot from each
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inversion is shown in Figure 6. Even the station spacings of a
few tens of kilometers give a recovery close to that of the
input for the supershear regime, both in terms of the pulse
width and peak amplitude. For the subshear regime, how-
ever, there is a clear difference in the reconstructed source
from the sparse datasets compared to that from the dense
datasets.

A contour map of the median value of the nondimen-
sionalized recovered rise time is presented in Figure 7.
The contour map shows the dependence of the rise-time
resolvability on the rupture speed and rise time. Supershear
ruptures allow for resolvability of the rise time even for sta-
tion spacing up to 10 km whereas subshear ruptures always
have a resolvability factor in excess of unity even for dense
networks (Fig. 7). Furthermore, rise times for rupture veloc-
ity as low as 1 km=s are poorly resolved (off by a factor of
10) when station spacings higher than 10 km are used. This
can be explained by considering the PGV as a function of
the distance from the fault along the line passing through
the middle of the fault trace (Fig. 8). PGV decays relatively

slower with distance for cases with supershear rupture
speeds. On the other hand, PGV for the cases with subshear
speeds decays by more than an order of magnitude at about
10 km distance, not preserving the source information. An
empirical estimate of decay in ground velocity for subshear
ruptures can be obtained as the distance after which PGV de-
creases by a certain amount, for example, 90%. This distance
represented by dotted lines in Figure 8 is approximately ten
times y�. We denote this empirical estimate of the penetra-
tion distance by C2y�. The theoretical penetration distance
C1y� is shown by dashed lines in Figure 8. There is a sig-
nificant difference between the actual PGV penetration dis-
tance and the theoretical plane-wave penetration distance, as
we have considered a simplified case of a 2D line fault and
monochromatic plane waves to construct the crude theory.
However, 3D and broadband effects seem important enough
that they cannot be neglected. Nevertheless, C1y� and C2y�

seem to give a good estimate of the network spacing that
allows for rise-time resolvability factors of 1 and 2, respec-
tively (Figs. 4 and 7).
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Having found that slip-rate recovery depends on the rup-
ture velocity and the rise time, we now examine how slip
recovery depends on these factors. Figure 9 shows the
along-strike average of final slip plotted as a function of
depth for the smallest and largest rise times considered
(Tr � 1 s and Tr � 4 s), rupture speed of 2 km=s and sev-
eral network spacings. The depth profiles of recovered slip
are very similar for both end-member rise times in the sub-
shear regime, in which slip rate shows substantial variations
in recovery. Variability in the shape of the slip profile with
the network spacing is minimal. The general trend is under-
prediction at deeper portions of the fault and minor overpre-
diction at intermediate depths. The recovery of slip may be

poorer in practice if data needs to be high-pass filtered to
remove long-period instrumental artifacts.

Because slip is well resolved by our inversions, the er-
rors in rise time are directly mapped into errors in average
slip rates, which would affect the far-field displacement. For
example, if the rise time is overestimated by a factor of 4,
then the slip rates are underestimated by a factor of 4 on
average.

Rise-Time Resolvability for Variable Rupture Speed

The scenarios considered so far have a constant rupture
speed over the entire fault plane. Variations in rupture speed
will change the radiation character and hence can affect the
resolution of the inversion. Let us consider a scenario with a
variable rupture speed, in which rupture speed switches be-
tween 2 and 3 km=s every 10 km along strike. The rise time is
kept constant at 1 s. We use data from a 5 km spaced network
in this inversion. We choose these particular combinations of
rise time, rupture speeds, and network spacing because in the
corresponding inversions with a constant rupture speed the
3 km=s case has clearly a better resolution of rise time com-
pared to that of the 2 km=s case. Figure 10 shows the com-
parison of this inversion with the constant rupture speed
inversions at mid-depth along the strike. For Haskell pulses,
rupture should be seen within a band of Tr seconds having a
slope of Vr. For the variable rupture speed case, the portions
during which the rupture speed is slower, at 2 km=s, have
poorer resolvability, similar to the inversion of the case with
the 2 km=s constant rupture speed. The portions with the
faster rupture speed of 3 km=s have better resolution, quali-
tatively comparable to that of the inversion of the case with
the 3 km=s uniform rupture speed. Hence, based on this
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example, the quality of the resolution for cases with variable
rupture speed can be determined from corresponding inver-
sions with constant rupture speeds, a conclusion that requires
further study.

Trade-Off between Noise and Network Spacing

A higher spatial density of surface measurements may
come at the expense of noise, and hence it is important to con-
sider the trade-off between network spacing and data noise. For
example, future earthquake observation systems based on sat-
ellite imaging may be able to provide recordings as dense as
few hundred meters (Michel et al., 2013). However, the dis-
turbances in atmosphere and other factors contribute to an un-
correlated additive noise with standard deviation of ∼1 cm=s.

Let us consider the following two cases, one with
3 km=s rupture velocity, which gives a good estimate of rise
time for both sparse (20 km) as well as dense (2 km) net-
works, and the other with 2 km=s rupture velocity, which
gives a poor estimate of rise time for sparse networks. For
each of the cases, we add Gaussian uncorrelated noise of
1 cm=s standard deviation to the data from the dense net-
work, while still keeping the sparse network data noiseless.
The maximum amplitude of velocities in the close vicinity of
the fault is one-half of the slip rate imposed, which is 1 m=s
in both cases. We see (Figs. 11 and 12) that the slip rate from
inversions of the dense network data with 1 cm=s noise is
quite similar to that of inversions based on the dense network
data without any noise, a positive finding for space-based
observation systems like that proposed by Michel et al.
(2013). The noise added here is spatially uniform, but errors
in the bulk structure lead to multiplicative noise (i.e., the am-
plitude of which is some percentage of the PGV at each sta-
tion) that can substantially degrade the quality of the dense-

network inversion, as discussed in Somala et al. (unpub-
lished manuscript, 2014).

Conclusions

Following the developments of Somala et al. (unpub-
lished manuscript, 2014), we present an adjoint linear method
for kinematic source inversion with unrestricted multiple time
windows based on precomputed GFs for a homogenous half-
space. (The work of Somala et al., unpublished manuscript,
2014, does not use precomputed GFs.) The only constraint
in this nonparametric inversion method is the assumed fault
geometry. There are no assumptions or constraints on the rup-
ture speed, rise time, or shape of the source time function. We
then use the method to assess, through synthetic inversion
tests, the effect of the average network spacing and rupture
velocity on the rise-time resolution. The range of the station
spacing considered is motivated by the spacing of a few tens of
kilometers for the best currently available seismic networks as
well as by the potentially much denser networks of the future.
To the best of our knowledge, seismic source inversion has
never been attempted before for datasets as large as for the
densest network used here. We focus on fundamental aspects
of the problem by considering a simplistic earthquake sce-
nario, a Haskell pulse with uniform rupture speed, slip, and
rise time on a vertical strike-slip fault.

We find that the rise-time resolution strongly depends on
the rupture speed (see Fig. 6). For supershear rupture speeds,
the resolution of the rise time is excellent in all cases, up
to the temporal resolution limit imposed by the frequency
band of the filtered data. Rise times longer than 1 s are re-
solved within a factor of two by networks with spacing from
2 to 40 km with data filtered below 1 Hz. For subshear rup-
ture speeds, the rise-time resolution strongly depends on the
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value of the rise time and the network spacing (See Fig. 2).
The smaller the rupture speed and the shorter the rise time,
the denser the network needs to be. For denser arrays (i.e.,
spacing smaller than about 10 km) and slip pulses longer
than about 2 s, the rise time is resolved within a factor of two
for ruptures with subshear speeds. Both the network spacing
and the distance of the closest stations to the fault are impor-
tant parameters.

The difference between the supershear and subshear
cases can be explained by the difference in the decay of the
PGVs away from the fault. Theoretically, a penetration dis-

tance of shear waves away from the fault can be defined
based on a simplified model of a line fault in 2D. The pen-
etration distance is infinite for the supershear cases in the
simple 2D example unlike the subshear cases in which it is
finite. In the 3D cases considered numerically, there is a de-
cay of the PGVs even for the supershear cases, consistent
with prior studies (e.g., Dunham and Archuleta, 2005; Cruz-
Atienza and Olsen, 2010), but the decay is much slower than
for the subshear case. Overall, our numerical simulations
show that the theoretical estimate of the penetration distance
derived in this study correctly captures the qualitative trends
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but does not provide a precise quantitative estimate. Variable
supershear rupture speed arising on heterogeneous faults de-
creases the coherence of the Mach front and hence reduces
the PGV (Bizzarri et al., 2010), potentially reducing the rise-
time resolution. The effects of network spacing on the res-
olution of rise time were here linked to the properties of the
wavefield and not to anything method related. We hence ex-
pect them to hold, at least qualitatively, for parametric source
inversion methods.

Our conclusions on rise-time resolvability are indepen-
dent of the pulse shape used, as verified using both Haskell
and Yoffe slip-rate functions. In the supershear cases, the
asymmetry of the regularized Yoffe pulse can be resolved
with all network spacings considered (Fig. B2). In the sub-
shear case, the inversions for the Yoffe pulses do not show a
clear asymmetry. Interestingly, contrary to the inversions of
slip rate, profiles of the inverted slip with depth are well re-
solved and quite similar for all rise times and network spac-
ings considered, even for the subshear cases.

New observation systems with spatially dense measure-
ments may come at the expense of an increased noise, and we
have considered the effect of a uniform Gaussian additive
uncorrelated noise level of 1 cm=s characteristic of space-
based observations (Michel et al., 2013). We find that rise-
time resolution for dense networks with such a noise is as
good as for noiseless dense networks. There are other sources
of noise. In particular, this study assumes that the velocity
model is known but, in real cases, there is uncertainty in the
velocity model. The uncertainty can be represented by von
Karman distribution with near zero Hurst exponent (Hartzell
et al., 2010; Imperatori and Mai, 2012). Our prior study (So-
mala et al., unpublished manuscript, 2014) indicates that, as
long as the standard deviation of the von Karman distribution
of the uncertainty is less than 1% or its correlation length is
less than 0.5 km, the results of this study would still hold.
This is a much more stringent requirement than the currently
estimated uncertainty parameters, which are 5% standard
deviation and 5 km (Hartzell et al., 2010). However, better
knowledge of the bulk structure may be obtained in the
future with denser seismic observation systems.

Data and Resources

No data were used in this paper. All plots were made
using MATLAB (http://www.mathworks.co.uk/products/
matlab/; last accessed October 2014). Simulations were con-
ducted in Caltech’s CITerra/Fram cluster and Green’s func-
tions were computed with “Computer programs in
seismology” (Herrmann, 2013), obtained from the Saint Louis
University Earthquake Center at http://www.eas.slu.edu/eqc/
eqccps.html (last accessed August 2014).
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Appendix A

Convergence Criteria in Data and Model Spaces

Here, we present how the error metrics vary as a function
of space, time, or iteration number. We use inversions for the
Haskell pulse with Tr � 1 s and Vr � 2 km=s to illustrate the
error trends, which are similar to those of other cases.

The misfit function defined by equation (2) is the same
as variance, and its ratio to the variance of the data gives the
normalized variance shown in Figure A1. We emphasize that
here and in the rest of this section, the equations for the root
mean square (rms) error are not normalized whereas the
figures show normalized quantities. The normalized variance
of 0.01 or, equivalently, the variance reduction of 99% is
achieved in this example with less than 50 iterations; how-
ever, it continues to improve with further iterations. If we
compare the inverted models obtained at the 50th and the
500th iterations, they are quite different; the typical snap-
shots after 500 iterations are shown in Figure 2 of the main
text whereas the corresponding snapshots after 50 iterations
are given in Figure A2. Clearly, the depth resolution is much
improved after 500 iterations. A criterion for the required
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number of iterations needs to be established, in which mod-
els at different iterations are compared and the iterations are
stopped when the corresponding models are sufficiently
similar at the relevant temporal and spatial scales. Such a
criterion is beyond the scope of this study. However, the con-
vergence has been reached in this study, because the models
at 250 iterations (Fig. A3) are quite similar to the ones at 500
iterations (Fig. 2).

The rms error of the model at each iteration is defined as

Ψ2�m� �
Z

T

0

XNsub�fault

s�1

km�xs; t� −m0�xs; t�k2dt;

in which m is the model, m0 is input source, T is the total
duration of the observation, and s is the number of subfaults.
The model rms error as a function of the iteration number is
shown in Figure A4, normalized by the difference between
the maximum and minimum values. Figure A4 demonstrates
that the normalized rms error substantially decreases in
the initial 10 or so iterations for all network spacings, with
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Figure A1. Normalized variance of data as a function of iter-
ation number. Denser networks produce more rapid reduction in the
normalized variance than sparser networks.
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Figure A2. The same snapshots as in Figure 2 at 50 iterations. Figure 2 gives the snapshots after 500 iterations.
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slower reduction with subsequent iterations, up to iteration
200–250 or so. However, this slower reduction is clearly im-
portant for proper recovery of the source, as demonstrated by
the differences between the models at 50 and 250 iterations
(Fig. A2 versus A3). After the 250th iteration, the models do
not change much, consistent with the error measurement. We
cannot use this error measurement for natural sources as it
requires the knowledge of the actual source itself.

Instead of integrating in both space and time, integrating
only in time gives the spatial variation of the slip rate rms er-
ror: Ψ2�m; xs� �

R
T
0 km�xs; t� −m0�xs; t�k2dt (Fig. A5).

Just the summation over subfaults gives the temporal variation
of the slip rate rms error: Ψ2�m; t� � PNsub�fault

s�1 km�xs; t�−
m0�xs; t�k2 (Fig. A6). Figure A5 shows, as expected based
on the rise-time resolution, that the rms errors for the case with
the network spacings of 2 km are the smallest, of the order of
10−1, and systematically increase with the increasing network
spacing. We also find that the spatial variation of the slip-rate
rms exhibits a pattern that is related to the station spacing of
the network. The temporal variation of slip rate is higher
(Fig. A6) for the duration of the source (for Vr � 2 km=s
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Figure A3. The same snapshots as in Figure 2 but after 250 iterations.
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Figure A4. Normalized root mean square (rms) error of slip
rate as a function of iteration number. The rms error of slip rate
decreases more than 90% overall, with denser networks performing
better than coarser networks.
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and fault length of 40 km, rupture takes 20 s to reach the
other end of the fault) than for the rest of the simulation time.
Again, as expected, the errors are smallest for the densest
network of 2 km spacing.

The same rms error metric can also be calculated for slip
in a similar fashion as it is done for slip rate. We have:

Φ2�m� �
Z

T

0

XNsub�fault

s�1

kδ�xs; t� − δ0�xs; t�k2dt;

in which δ is slip at any given iteration and δ0 is the input
slip. The slip can be computed from the model as

δ �
����������������
δ2x � δ2z

p
, in which δx �

R
t
0 mxdt, δz �

R
t
0 mzdt, mx

is the along-strike component, and mz is the along-dip com-
ponent of slip rate. The variation of the normalized rms error
of slip is shown in Figure A7. Normalization is done by di-
viding the rms error by the difference between the maximum
and minimum values of slip. It takes more iterations for the
slip rms error to stabilize (Fig. A7) than for the slip-rate rms
error (Fig. A4). Summing the rms error over the subfaults

gives the temporal variation Φ2�m; t� � PNsub�fault
s�1 kδ�xs; t� −

δ0�xs; t�k2 (Fig. A8) and integrating with respect to time gives
the spatial variation Φ2�m; xs� �

R
T
0 kδ�xs; t� − δ0�xs; t�k2dt

(Fig. A9) of the rms error of slip. Similar to the temporal pat-
tern of the rms error of slip rate, temporal variation of the rms
of slip also shows different behavior for the duration of the
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Figure A6. Normalized temporal rms error of slip rate as a
function of time averaged over the entire fault plane. The densest
network has only ∼10% rms error overall whereas the coarser net-
works have up to 50% rms error during the time that corresponds to
the rupture duration.
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Figure A7. Normalized rms error of slip as a function of iter-
ation number. The rms error in slip increases during the initial iter-
ations, eventually decreasing by an order of magnitude, with denser
networks giving a lower rms error than their coarser counterparts.
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Figure A8. Normalized rms error of slip in time averaged over
the entire fault plane. Errors in the final slip decrease with increas-
ing network spacing.

2 km

−15

−10

−5

0
4 km

5 km

D
ep

th
 (

km
)

−15

−10

−5

0
8 km

10 km

Along strike (km)
0 10 20 30 40

−15

−10

−5

0
20 km

 

 

0 0.2 0.4

Figure A5. Variation of the normalized rms error of slip rate
over the fault. Coarser networks have a higher rms error in the cen-
tral region of the fault, whereas the denser networks have a uniform
reduction of ∼90% everywhere on the fault plane.

2732 S. N. Somala, J.-P. Ampuero, and N. Lapusta



source than for the rest of the simulation time (Fig. A8). How-
ever, the rms error of slip is lower for the duration of the source.
The spatial variation of the rms error of slip again shows the
smallest values for the densest network, as expected.

Appendix B

Rise-Time Resolution of Yoffe Pulses: Inversions for
Subshear and Supershear Ruptures

Rise-time resolution discussed in the main text used
models with Haskell pulses to establish dependencies on
the network spacing and rupture velocity. Here, we present
inversions similar to those in Figure 2 using models with
Yoffe pulses and the 2 km=s rupture speed. The Yoffe func-
tion is regularized as proposed in Tinti et al. (2005). We find
that the agreement between the inverted pulse and the input
pulse is similar for both Yoffe (Fig. B1) and boxcar Haskell
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Figure A9. Variation of the normalized rms error of slip over
the fault.
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Figure B1. Representative slip rate snapshots for the input (bottom row) and inverted source models of Yoffe pulses with different rise
times propagating at the subshear rupture speed of Vr � 2 km=s. Upper rows show inversions for different network spacings, from 40 to
2 km. Columns correspond to different rise times, from 0.5 to 4 s. As for the Haskell pulses, coarser networks cannot resolve shorter rise
times.
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(Fig. 2) pulses. Further, we illustrate the resolution for
supershear ruptures (Fig. B2) by considering models with
the rupture speed of 5 km=s. Figure B2 shows that, indepen-
dent of the network spacing, all networks show qualita-
tively similar recovery, except possibly for 40 km network
spacing.

Division of Engineering and Applied Science
California Institute of Technology
Pasadena, California 91125
somala.surendra.nadh@gmail.com

(S.N.S.)

Seismological Laboratory
California Institute of Technology
Pasadena, California 91125
ampuero@caltech.edu

(J.-P.A.)

Division of Geological and Planetary Sciences and Division of Engineering
and Applied Science
California Institute of Technology
Pasadena, California 91125
lapusta@caltech.edu

(N.L.)

Manuscript received 12 July 2013;
Published Online 4 November 2014

40 km

Tr =  0.50 s Tr =  1.00 s Tr =  1.50 s Tr =  2.00 s Tr =  2.50 s Tr =  3.00 s Tr =  3.50 s Tr =  4.00 s

20 km

10 km

8 km

5 km

D
ep

th
 (

km
)

4 km

2 km

 

 
Input

0 20 40
−15
−10

−5
0

0 2 4

 

 

0 20 40

0 1 2

 

 

0 20 40

0 0.5 1

Along strike (km)

 

 

0 20 40

0 0.5 1

 

 

0 20 40

0 0.2 0.4 0.6

 

 

0 20 40

0 0.2 0.4 0.6

 

 

0 20 40

0 0.2 0.4

 

 

0 20 40

0 0.2 0.4

Figure B2. Same as Figure B1 but for a supershear rupture speed of 5 km=s. In the supershear regime, the rise times are well resolved by
all the networks, as in the case of Haskell pulses.
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