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A fast (100 MHz) 1D coded aperture visible light camera has been developed as a prototype
for imaging plasma experiments in the EUV/X-ray bands. The system uses printed patterns on
transparency sheets as the masked aperture and an 80 channel photodiode array (9 V reverse bias)
as the detector. In the low signal limit, the system has demonstrated 40-fold increase in throughput
and a signal-to-noise gain of ≈7 over that of a pinhole camera of equivalent parameters. In its present
iteration, the camera can only image visible light; however, the only modifications needed to make
the system EUV/X-ray sensitive are to acquire appropriate EUV/X-ray photodiodes and to machine
a metal masked aperture. C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4917345]

I. INTRODUCTION

Measuring high energy radiation (>100 eV) is challenging
because it cannot be focused by conventional lenses or mirrors.
As a result, the most common imaging techniques for high
energy radiation are pinhole and collimation. Unfortunately,
both of these techniques rely on blocking the majority of
incident radiation to form an image.

Coded or masked apertures are an alternative high energy
imaging technique with much better signal to noise ratio
(SNR) than pinhole or collimation imaging.1 They were
initially developed for X-ray astronomy in the 1970s2,3,17,18,21

and have since been applied in medical imaging,4 high
energy particle imaging,5 and chemical spectroscopy.6 Despite
the vast advantage in SNR offered by coded apertures, the
technique has been slow to catch on, perhaps due to the
lack of computational power when it was first suggested.
However, all computational hurdles have long been sur-
passed and, for any diagnostic using a pinhole camera that
suffers from low signal, this technique can be used to great
effect.

Coded apertures consist of a 1 or 2 dimensional mask,
composed of transparent and opaque elements, which is placed
in front of a detector. Each transparent element acts like a
pinhole camera, projecting an image on the detector. Given an
appropriate pattern of these transparent elements, the detected
superposition of pinhole images can be inverted to recover the
original image. The advantage in signal scales like N , where
N is the number of transparent elements.4,7 If the dominant
source of noise is shot noise (i.e., discretization noise where
the number of detected counts is small), then the noise scales
like
√

N and the corresponding signal-to-noise ratio scales
like
√

N as well.
In this paper, Sec. II will cover theory, Sec. III will cover

design and construction, Sec. IV will discuss simulation and
perturbations, and Sec. V will cover results.

a)Electronic mail: mhaw@caltech.edu

II. THEORY

Coded aperture imaging relies on projecting incident light
through a mask pattern into an invertible superposition of
shadow patterns on a detector. This results in a two step
imaging process: projecting the source light through a mask
pattern to encode the image and the decoding scheme for the
detected image.

A. Image projection

For an arbitrary mask pattern, the detected image,
D, will be the source intensity modulated by the mask
transmission characteristics. In the far-field approximation
(i.e., the intensity from a point source is approximately
uniform across the detector4,23), the projected image can be
represented as a convolution of the mask transmission, M , and
the source intensity distribution, S,

D = S ∗ M. (1)

Due to issues with mask construction, most coded apertures
are composed of discrete opaque or transparent elements
(transmission of 0 or 1).1,7

For these discrete systems, the simplest scheme is for
each resolved source to project a single mask element onto
a single detector; this resolves any ambiguities produced by
edge effects of partial illumination and greatly simplifies the
convolution. With this constraint in mind, we can derive the
spacings and field of view (FOV) for a given system.

To achieve 1-to-1 projection of mask elements onto
detector elements, the placement of the mask (see Figure 1) is
constrained by the ratio of detector element size, d, to mask
element size, m,

d
m
=

a + b
a
=

z
a
, (2)

where z is the source-detector distance, a is the source-mask
distance, and b is the mask-detector distance. In this case, the
magnification of the mask pattern, d

m
∈ [1,∞], constrains the

system spacing. The source-detector distance, z, is then
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FIG. 1. Example of coded aperture with 3 detector elements. The source-
mask distance is a, the mask-detector distance is b, and the total distance is
z . The mask element length is m and the detector element length is d.

z =
d
m

a =
b

1 − m
d

. (3)

We can also solve for the FOV for a detector of n
elements. By design, each source projects n mask elements
onto the detector. This means we must have 2n − 1 individual
mask elements: the first source requires n mask elements and
the remaining n − 1 sources each require an additional mask
element (see Figure 1). Solving for the FOV,

FOV = nd +
(2n − 1)m − nd

b
z =

n − 1
1
m
− 1

d

, (4)

we find that the FOV depends on the detector element size,
mask element size, and the number of detector elements.

B. Inverting the image in 1D

Inverting the detected image first requires an invertible
mask pattern. The condition that determines whether a mask is
invertible is that each point source projects a unique, linearly
independent pattern on the detector. In the case where the
far-field approximation is valid, we can discretize the source
distribution into n resolved pixels, where n is the number
of detectors; in this approximation, the projection calculation
becomes a matrix multiplication. Each subsequence of n mask
elements projected onto the detector corresponds to a row of
the projection matrix; if all rows are linearly independent, the
projection of the mask is invertible.

Figure 1 demonstrates this for the case of three detectors:
the top source projects the top 3 mask elements (1,0,0) giving
the first row of the projection matrix. The other two sources
project linearly independent subsequences of three (0,0,1),
(0,1,0) giving an invertible transformation matrix, M ,

D = M ∗ S,

*.....
,

D1

D2

D3

+/////
-

=

*.....
,

1 0 0

0 0 1

0 1 0

+/////
-

∗
*.....
,

r

g

b

+/////
-

.

To recover the initial image, one simply multiplies the detected
array, D, by the inverse of the projection matrix.

C. Mask patterns

The next question is how to find invertible mask patterns
of length 2n − 1. The simplest method is to guess and check
with random sequences. The advantage of this method is that

one can choose any open fraction of the mask (percentage of
mask that is transparent); the disadvantage is that there is no
guarantee of finding an invertible pattern.

However, there are also classes of invertible analytic
sequences. The most popular of these classes are the cyclic
difference sets.22 There are many names and classifications for
cyclic difference sets: Singer sets, pseudo-noise sequences,
Paley sets, Hadamard sets, m-sequences, quadratic residues,
twin prime sets, etc.; however, they all share the same
property: each register shift of the sequence is linearly
independent of every other. To make a 1D mask of length
(2n − 1) from a cyclic difference sequence (CDS) of length
(n), one concatenates two periods of the CDS with the last
element of the second period omitted. This procedure was
used in the mask shown in Figure 1: the CDS sequence in
this case is (1,0,0) and the mask sequence is (1,0,0,1,0). This
ensures that each resolved position projects a different register
shift of the CDS on the detector, resulting in an invertible
transform. Another useful property of these sequences is that
the negative image of any CDS (i.e., exchanging 1’s and 0’s)
is also a CDS.

There are a myriad of construction formulae for different
cyclic difference sets which can be found in Refs. 4, 8, and 9.
In this work, we present only a single construction method for
sequences of length 2k − 1 that relies on the coefficients (mod
2) of primitive polynomials of degree k. This method is taken
from Nelson and Fredman.9

We construct the fundamental sequence of length 2k − 1
by arbitrarily choosing the first k elements, {ei ; i = 1, . . . , k},
and finding the remaining elements as follows:

e j+k = mod2 *
,

k−1
i=0

aie j+i
+
-
, (5)

where ai is the coefficient of a primitive polynomial of
degree k. An example for a 15-element sequence: we use
one of the two primitive polynomials of degree 4, P(x)
= 1 + x + x4; a0 = 1,a1 = 1,a2 = 0,a3 = 0, and choose the
first four elements to be 1. This gives the following sequence
of length 15: [1,1,1,1,0,0,0,1,0,0,1,1,0,1,0].

D. Signal to noise ratio

Coded apertures were designed to minimize shot noise
by more efficient use of the detector and thus improve the
SNR by ∼

√
N . Accorsi10 derives an expression for SNR

on a pixel-by-pixel basis. This derivation assumes Poisson
counting statistics and defines several parameters: fraction
of counts from background ξ, finite transparency of opaque
elements t, open mask fraction ρ, total number of pixels NT ,
total intensity IT , and the fraction of total intensity emitted by
pixel i j, ψi j,

SNRi j =

√
NT IT


ρ(1 − ρ)(1 − t)ψi j(1 − t)[ρ + (1 − 2ρ)ψi j] + t + ξ

. (6)

Using this expression, one can optimize the mask for SNR
based on the parameters of one’s setup. For the case of
imaging a single point source with a perfect mask and no
background (ψi j = 1, ξ = 0, t = 0), the expression reduces
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FIG. 2. This figure depicts folding a 2D sequence into a 2D invertible mask.
Start with a 1D cyclic difference sequence (shown at top with associated
indices). Next fold sequence such that every sub-square of 9 mask elements
projects a register shift of the original sequence: solid sub-square has zero
register shift and dotted sub-square has 2 element register shift. Finally, fill
in sequence to obtain a 2D pattern.

to
√
ρNT IT =

√
N IT , where N is the number of transparent

elements in the mask. Hence, we recover the basic
√

N scaling
for the case of a point source. For this case, the optimal mask,
with respect to SNR, is the anti-pinhole mask with only one
opaque element, ρ = NT−1

NT
. However, for more distributed

sources, ψi j ≪ 1, the optimal open fraction is reduced and the
SNR gains are smaller. For these more distributed sources,
it is useful to define some global figure of merit such as
FOM = Σi jSNRij.

For the Caltech jet experiment, background interference
(e.g., electromagnetic interference, EMI) is large and in this
large background limit (ξ ≫ 1), Eq. (6) gives an optimal open
fraction around 50%.

E. Moving to 2D

For most applications, with the notable exception of
spectroscopy, it is desirable to have a 2D coded aperture.
Conveniently, the only requirement is folding an invertible 1D
sequence into 2D. The same principle applies for invertibility:
each resolved source must project a linearly independent
shadow pattern. Figure 2 demonstrates folding a 9-element
cyclic difference sequence into a 2D mask: every sub-square
of 9 mask elements projects a different register shift of the
original sequence (Figure 3).

The projection matrix of the 2D mask is similar to that
of the 1D mask: a 2D matrix with rows corresponding to the
shadows cast by particular source positions. Each matrix row
will correspond to the register shift of a CDS given by the
projected sub-rectangle (Figure 2).

FIG. 3. Canonical representation of 2D coded aperture system: a light
source, S, a coded aperture or mask, M, and the detector, D. A source at the
center of the field of view projects the central sub-square of 9 mask elements
onto the 9 detector elements.

III. DESIGN

The initial motivation for the project was to image
EUV/X-ray bursts from fast (∼1 µs) magnetic reconnection
events in the Caltech plasma jet experiment.11,12 Imaging
these events requires very fast time resolution and high
sensitivity. The visible light prototype was designed within
these constraints with portability to an EUV/X-ray system in
mind.

A. Detector

Due to the constraints of the EUV bursts, namely, 1-2 µs
events occurring over a 30 µs plasma lifetime, the system
must be sensitive on a µs timescale. To satisfy this timescale,
a photodiode array was chosen as the detector. Photodiodes of
small size under reverse bias have much faster response time
as compared with CMOS and CCD detectors. Reverse biasing
the photodiode arrays greatly increases their dynamic range
and prevents saturation at high light intensity. Five 16-element
photodiode arrays (A2V-16)13 from OSI Optoelectronics,
Inc., were chosen as the detectors because their mechanical
design allows for continuous linear mounting. The arrays are
mounted in sockets on a printed circuit board and placed
inside a shielded box with a slit aperture. BNC cables connect
each channel to the digitizer and all five arrays are reversed
biased by four 9 V batteries in parallel; no amplifiers were
needed.

The digitizer is a 96-channel (e.g., twelve 8-channel 3300
Versa Module Europa panels) system from Struck Innovative
Systems. Each channel has a sampling rate of 100 MHz, 12-bit
dynamic range, 50Ω input impedance, 32 kB memory, and an
input range of −512 to 512 mV with continuously adjustable
offset. Circuit diagram shown in Figure 4.

B. Mask

The mask was made by printing out appropriate patterns
on standard transparency paper (Fig. 5). This made fabrication
accessible, inexpensive, and fast, which was essential in
testing different mask patterns. New mask patterns could
be generated, printed on the office printer, and tested on

FIG. 4. Circuit diagram of coded aperture detector system. Shielded box for
photodiode array is grounded through a single BNC cable to eliminate ground
loops.
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FIG. 5. Image showing mask dimensions for mask with element size 0.8 mm
(1/32′′). Additional circular holes are for mounting and alignment purposes.

the experiment within 15 minutes. Two copies of a printed
pattern were stacked together to increase the optical density of
the opaque elements. Mask element dimensions ranged from
m = 1.5875 mm (1/16′′) to m = 0.79375 mm (1/32′′). Mask
patterns were translated into JPEG images using a Python
script and printed to scale by setting the pixels per inch (PPI)
resolution.

C. Mounting

The mounting for the system is important as the system
relies on geometric optics: placement of the mask and detector
determines the focal length and FOV [Eqs. (3) and (4)]. The
photodiode array was mounted inside a shielded box with
a slit aperture. The mask was mounted on adjustable rails
attached to the main stand (Fig. 6). This allowed the focal
length to be adjusted by sliding the rails while maintaining
vertical alignment. For imaging through a given window on the
vacuum chamber, the distance to the plasma was measured, the
focal length was adjusted accordingly, and the FOV, relative
to the chamber, was found by shining a laser array from the

detector through the mask. To prevent light from outside the
field of view from entering the detector, horizontal baffles
were required along the length of the rails.

IV. SIMULATION AND PERTURBATIONS

In addition to the physical apparatus, a 3D coded aperture
simulation was developed in Python to determine the severity
of potential perturbations. The simulation inputs are the
positions and orientations of light sources, mask elements,
and detector elements. Single light sources are represented as
point sources and distributed sources are formed by using a
high density of point sources. Light projection from sources
to detector is accomplished via ray tracing from each point
source. Rays that pass through mask elements are deleted and
the remaining rays passing through each detector element are
counted. Rays were distributed uniformly spherically and it
was found that convergence was achieved with >20 rays per
source per detector. This ray formulation allows for testing
of perturbations in 3D as well as accounting for the inverse
square intensity of light sources.

Using this simple simulation, several perturbations to the
system were examined: misalignment of mask, partially coded
sources, and out of focus sources (depth sensitivity).

A. Mask alignment

Several different misalignments of the mask were tested
using the simulation: vertical and horizontal offsets, tilt
towards sources, and rotation around axis of sight. For these
comparisons, the simulation test setup used a 15 element
1D detector array using a 29 element mask, imaging an off-
center Gaussian peak, σ = 6% FOV. A smaller detector array
was chosen for these benchmark tests to reduce simulation
time.

For vertical (along the FOV dimension) perturbations,
the FOV will shift by the number of mask elements displaced.
Horizontal perturbations for the one-dimensional detectors
only shift the field of view but in 2D will have the same
issues as the vertical perturbations in 1D. It was found
that tilting the mask towards or away from the detector

FIG. 6. Drawing depicting the coded aperture camera in relation to the plasma jet.
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FIG. 7. Simulated depth of field for coded aperture system. The system
can accurately reconstruct source distributions in a depth range of 1-2 cm.
Outside of this range, sources will be out of focus and contribute noise.

has little effect for angles less than 10◦. Rotations of the
mask along the axis of sight were not significant until mask
elements were rotated out of the source-detector plane (in
general, ωmax < sin−1(h/(mn))/2, where h is the horizontal
width of a mask element). Consequently, for long thin
arrays and 2D arrays, the rotational alignment must be fairly
accurate.

B. Depth sensitivity

Since the coded aperture technique relies on proper
projection of patterns, the sources must be at the correct
distance for crisp images. To determine the depth sensitivity
of the apparatus, the full 80 channel system was simulated
using appropriate distances for a mask spacing, m = 0.8 mm
and a detector element length, d = 1.6 mm. To estimate the
depth of field, a single point source was used and the signal
to noise ratio was calculated as the ratio of the single peak to
the RMS of the remaining FOV. It was found that the system
has a depth of field of 1-2 cm (Fig. 7).

Tomography using coded apertures has been of interest
for some time.4,14 However, this requires resolving small

FIG. 8. The coded and partially coded fields of view are shown with respect
to the mask-detector pair in Figure 1. Extended baffles are displayed, block-
ing light from partially coded regions.

FIG. 9. Typical raw voltage data collected by the photodiode array.

changes in the size of shadow projections, effectively requiring
heavy oversampling. In general, one can expect the depth
resolution to be at least 5 times worse than the spatial
resolution.4

C. Partially coded field of view

The partially coded field of view is defined as those
areas adjacent to the field of view which can still project
light through the mask onto the detector (Fig. 8). This region
extends a distance as large as the original field of view on
all sides. Sources in this region will project an incomplete
pattern on the detector that will be inverted as some arbitrary
superposition of values (positive and/or negative) over the
entire field of view. Since the resulting superposition is non-
physical, the relative magnitude of the perturbation in a
reconstructed image can be much larger than the relative
signal intensity of the partially coded source. If strong negative
intensities are visible in the inverted image, it may be an
indication that partially coded sources are present. To prevent
light from partially coded regions from reaching the detector,
one must extend baffles from the detector to the source
plane. Unfortunately, extending baffles to the source plane
is impractical in many cases (e.g., astronomy) and, in these
situations, the coded aperture cannot image subsections of
bright objects.

FIG. 10. Typical coded aperture image of plasma jet cross section obtained
after decoding. Resolution is 2.8 mm/channel. Scale bar on the right ranges
from 10 to 540 W/m2.
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FIG. 11. Sequence of images of plasma jet taken with fast ICCD camera (Imacon 200). The FOV of the coded aperture camera is outlined in white.

V. RESULTS

The camera has been used to image a radial cross section
of the Caltech plasma jet experiment.11,12,15 We present here
basic tests confirming that the coded aperture performs as
expected.

A. Image reconstruction

Several data reduction steps were taken before image
reconstruction. First, the initial data (Figure 9) were smoothed
using a 200 ns Gaussian window to remove high frequency
EMI (>15 MHz) from the raw signal. Second, the calibration
of the photodiode array was applied (accounting for back-
ground levels and relative sensitivity of each element). Finally,
any negative voltages (due to noise) still present in the raw
data were set to zero. From these reduced raw data, the coded
aperture inversion was applied, yielding physical images.

A typical reconstructed image is shown in Figure 10. 2D
images of the plasma jet taken with an intensified charge-
coupled device (ICCD) camera (Imacon 200) are shown in
Figure 11 for comparison. The major features visible in the
coded aperture image are the jet front and the kinking of the
jet axis.11,15,16,19,20 The relative intensities of the jet front and
the jet axis differ by a factor of 20-50. The jet axis undergoes
a kink instability where the axis accelerates into an expanding
spiral. This spiral shape is projected in the coded aperture
image as sinusoidal motion of the axis center.

Comparing each of these features with the 2D camera
images, we find quantitative agreement in position, intensity
ratios, and timing. The dynamic range of the coded aperture
is greater than that of the ICCD, (ICCD pixels are 10-bit,
coded-aperture pixels are 12-bit) and this aids in resolving the
large range in plasma light intensity. Given this agreement,
we are confident that the coded aperture reconstructions are
valid images.

B. Comparison with pinhole camera

To benchmark the coded aperture images, they were
compared with images taken using an equivalent pinhole

TABLE I. Comparison of SNR for coded aperture and pinhole.

Brightest Dimmest
feature (W/m2) feature (W/m2) SNR

Coded aperture 540 10 54
Pinhole camera 760 100 7.6

mask on the same apparatus (i.e., a pinhole mask with same
resolution and FOV as the coded aperture). For this instrument,
the coded aperture mask gives an integrated raw signal roughly
40 times greater than that of the pinhole mask (Table I,
Figs. 9 and 12). This meets the expectation for a 50% open
mask: a given source will illuminate approximately half of the
detectors giving an n/2 increase in signal relative to a pinhole,
where n = 80 is the number of detectors. The coded aperture
camera can resolve features down to 10 W/m2 whereas the
pinhole camera can only resolve features down to 100 W/m2.
Even for an especially bright plasma shot, such as the one
shown in Figure 12, the pinhole camera is unable to resolve
the kinking of the jet axis.

If we define the signal to noise ratio as the intensity ratio of
the brightest versus the dimmest identifiable feature, then the
coded aperture image has about an order of magnitude better
SNR as compared with the pinhole camera. This matches the
expectation of square-root scaling of SNR.

C. Measurement of kink instability

Since the jet axis motion is visible in the coded aperture
images, we can use this to estimate the acceleration present
during the kink instability. To obtain an estimate of radial
acceleration, we account for projection effects by inferring the
angular position at the points where the kink crosses the initial
axis position. From these points, we linearly interpolate the
angular position from 16-30 µs. Then, the angular projection
of a constant radial acceleration is fit to the image data. For

FIG. 12. Image of plasma jet taken with pinhole mask. This was an es-
pecially bright shot (≈40% brighter than average) chosen to illustrate the
limited sensitivity of the pinhole configuration. The jet axis disappears at
an intensity of 100 W/m2. Scale bar ranges from 10 to 760 W/m2. Resolution
is 2.8 mm/channel.
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FIG. 13. Plot showing jet intensity over time, fit to jet axis as function of
time, and a constant radial acceleration model. Fit to jet position is done
by fitting a Gaussian profile at each time step and smoothing the resulting
positions.

the plasma shot shown in Figure 13, the constant acceleration
model of the radial motion fits quite well from 16-30 µs. Other
plasma shots also exhibited constant accelerations in the range
[6e8,1e10] m/s2. This range of accelerations is consistent with
previous measurements taken with the fast camera.16

VI. DISCUSSION

We have presented the design and first results of a fast
(100 MHz) 1D coded aperture system for visible light. First
tests show that the system properly reconstructs 1D cross
sections and scales linearly with incident light intensity.
Further measurements show that the system has ∼7 times
larger signal to noise ratio than an equivalent pinhole camera.
A simulation was written to test various perturbations and it
was found that the most significant perturbations were rotation
of the mask around the axis of sight and light sources in the
partially coded regions.

In addition to fulfilling its role as a prototype for an
EUV/X-ray system, the system was able to provide high
resolution measurement of the radial motion of the Caltech
plasma jet as it goes kink-unstable.

The next step will be to move the system inside the
vacuum chamber and replace the photodiodes with EUV/X-
ray diodes. The system will then be used to study the
distribution of EUV/X-ray bursts associated with magnetic
reconnection.
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