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ABSTRACT

To provide the census of the sources contributing to theyXbakground peak above 10 ke\ISTAR is
performing extragalactic surveys using a three-tier “wegdake” approach. We present tieSTAR survey of

the COSMOS field, the medium sensitivity and medium aread@rering 1.7 d

and overlapping with both

Chandra andXMM-Newton data. This survey consists of 121 observations for a totabsxre of~3 Ms. To
fully exploit these data, we developed a new detectioneggaicarefully tested through extensive simulations.
The survey sensitivity at 20% completeness is 5.9, 2.9 a#k6l.0* ergcnt? s71 in the 3-24 keV, 3-8
keV and 8-24 keV bands, respectively. By combining detestia 3 bands, we have a sample ofMISTAR
sources with 1f7-10*° erg s luminosities and redshift=0.04-2.5. Thirty two sources are detected in the
8-24 keV band with fluxes 100 times fainter than sources detectemft-BAT. Of the 91 detections, all but
four are associated with@handra andor XMM-Newton point-like counterpart. One source is associated with
an extended lower energy X-ray source. We present the Xhayl(iess ratio and luminosity) and optical-to-
X-ray properties. The observed fraction of candidate Comythick AGN measured from the hardness ratio is
between 13%-20%. We discuss the spectral propertiblsiSTAR J100259-0220.6 (ID 330) az=0.044, with
the highest hardness ratio in the entire sample. The mehsahemn density exceeds ¥cm2, implying the
source is Compton-thick. This source was not previouslggezed as such without thel0 keV data.
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1. INTRODUCTION dra exposure (Goulding et al. 2012) in the Groth Strip (Aird

For more than 30 years, X-ray surveys have provided a€t & in prep.;~0.25 ded); a medium depth survey over
unique and powerful tool to find and study accreting super- tzhoeoglosmm E‘(’jOLUI'Or_] Su&ve)i field (COSMOS; Scoville ?t al.
massive black holes (SMBHSs) in the distant Universe (Fabian2007) reported here; and a large area survey (currently cov-
& Barcons 1992, Brandt & Hasinger 2005, Alexander & ering~6 ded) including all serendipitous sources discovered

Hickox 2012, Brandt & Alexander 2015). In the past decade [N non-survey fields (Alexander et al. 2013, Lansbury et al.
alone, dozens of surveys wit}QMM-Nevgton and Ehandra in prep.). In the ECDFS surveMuSTAR was able to classify

have covered a wide range in area and X—ray flux, correspondSPUrce J033202274650 (Del Moro etal. 2014) as highly ob-
ing to a similarly wide range in luminosity and redshift. The scured and place better constraints on the obscuring column

luminosity funcfion of Active Galactic Nuclei (AGN) has tu and spectral shape. This object was not clearly identified as

: ; . ) X
been sampled over three decades or more in X—ray luminosN@ving & high, but Compton-thin, column density (5167

; g cm2) using onlyChandra or XMM-Newton data. AlsoNuS-
%Sg dﬁ;sgggr:?%gtg_grﬁ%gd;(ztl.aI2.0200903éil\_/gnF(;aer][c§.et28Iil TAR observations of SDSS selected candidate CT quasars ro-

Vito et al. 2013, Ueda et al. 2014, Kalfountzou et al. 2014), ‘bustly measured their obscuration level (Lansbury et &1420

defining the evolution of unobscurebli < 10?2 cm2) and ~ submitted).
obscured i > 1072 cm2) sources and reaching fainter lu- _H€re we present thel.7 deg NUSTAR COSMOS sur-
minosities than optical surveys. vey, which overlaps the region covered ¥yIM-Newton and

However, these surveys are biased against the discovery ofhandra at lower energiesYMM-COSMOS: Hasinger et al.

; d 2007, Brusa et al. 2010; C-COSMOS: Elvis et al. 2009
heavily obscured accreting SMBHs enshrouded by gas with<:~": . ' . '
column densities greater than the inverse of the ThompsorCivano etal. 2r?12.Chan|dr.a COSMOS Ihegacy, C|vanc:jet aI:b
scattering cross-section, called Compton-thick AGN (here !N Prep., Marchesi et al. in prep.). In this paper, we descri
after CT: Ny > 10% cm?), atz <1.5, asChandra and  theNUSTAR observations{ 2), data processing (3), exten-
XMM-Ne’/vton are most sen'sitive in thé 0.5-8 keV energy SIV€ simulations carried to assess the reliability of detdc

: B ; d the sensitivity of the survgy4(), data analysis
range, where the emitted X-rays can be absorbed by high®0Urces ana ana
column densities of intervening matter. Non-focusing hard @nd properties of the detected sourcg$y. In section§ 6,

X-ray satellites have performed population studies, such a W€ present in detail the spectral analysis of source ID 330 at

those obtained using data frdRXTE (Sazonov & Revnivtsey ~ 2=0:044, with the most extreme hardness ratio in the whole
2004), INTEGRAL-IBIS (Beckmann et al. 2006) ar@hift- sample. Source ID 330 is a new CT AGN in the local Uni-
BAT (Tueller et al. 2008, Burlon et al. 2011). However, other VE'S€. In the Appendix, we present the point source catalog.
than highly beamed blazars, sources found in the previous /€ @ssume a cosmology withpl 71 km s= Mpc™, Qu
studies were generally of moderate luminosities and mstti = 0.3 andQ,=0.7.
to the nearby4 < 0.2) universe. The importance of this pop-
ulation is recognized but the fraction of CT AGN is still cur- 2. OBSERVATIONS
rently highly uncertain as is their contribution to the Xtra The NuSTAR survey of the COSMOS field consists of 121
background emission at its 20-40 keV peak. Three unequiv-overlapping fields with each tile (1212) shifted by half a
ocal signatures of heavy obscuration in the X-rays are: (i) field, forming an 1k11 grid. This strategy of half shifts, used
the presence of absorption at low X-ray energiesli(&keV), also in C-COSMOS and in th€handra COSMOS Legacy
(i) high equivalent width iron lines and edgesH&-7 keV), survey, results in a relatively uniform exposure over the ob
andor (iii) a Compton-scattered reprocessing hump in the served area. ThWUSTAR COSMOS survey was performed
E> 10 keV X-ray spectrum. Therefore, observations at ener-during three dierent periods in 2013 and 2014: the first 34
gies above 10 keV are essential to fully understand thenintri  observations were taken between the end of December 2012
sic emission of the most heavily obscured AGN. The relative and the end of January 2013, the next 30 observations were
strength of the various components and tfiea of Compton  taken during the months of April and May 2013 and the last 57
scattering on the absorbing column density are best stadied observations were taken between December 2013 and Febru-
E > 10 keV. ary 2014. Observation details, including pointing cooads,

_ TheNuclear Spectroscopic Telescope Array (NUSTAR, Har- roll angles, observing dates and exposure fffiés both fo-
rison et al. 2013) with its novel focusing capabilities-at0 cal plane modules A (FPMA) and B (FPMB; Harrison et al.
keV and angular resolution of Y&full width half maximum) 2013) are reported in an electronic Table.
provides a unique opportunity to detect and study obscured The timing of the observations allowed the roll angle to
and CT AGN out to moderate redshifts ¢ 1). NUSTAR  be kept nearly constant, fering by a maximum of 30 deg
probes down to a limiting flux more than two orders of magni- (and flipped by 180 deg). The exposure time of each point-
tude fainter than possible with previous (non-focussirggplh  ing ranges between 20 and 30 ksec, with three fields split into
X-ray surveys bysSwift-BAT and INTEGRAL-IBIS (Krivonos  multiple observations due to satellite scheduling coitsisa
etal. 2010, Burlon et al. 2011, Baumgartner et al. 2013).  The total exposure allocated so far for the COSMOS field is
A “wedding cake” strategy for th&luSTAR surveys con-  ~3.12 Ms. This tiling strategy produces a deeper inner area
sisting of diferent areas observed andfeient depths was  of ~1.2 ded with an average (vignetting corrected) exposure
designed to unveil this heavily obscured population and to time of ~50-60 ks for each module and an outer frame with
determine the distribution of absorbing column densities i half of the inner exposure coverind.5 ded (see Figuréll).
the AGN population as a whole (Harrison et al. in prep.).
Three major components of this wedding cake include: deep 3. DATA PROCESSING
(3x10°* ergcnt? st in the 3-24 keV band) surveys over
the Extendedhandra Deep Field South (ECDFS; Mullaney
et al. 2015;~0.33 ded) and the region of deepe€han-

26 The exposure times reported here are those already cleaokedoa
rected for high background events (see Se¢fioh 3.1).
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3.1. Data reduction

We performed théNuSTAR data reduction using HEASoft 2
v.6.15.1 and théJuSTAR Data Analysis Software NUSTAR-
DAS v.1.3.1 with CALDB v.20131223 (Perri et al. 2R
We processed level 1 products by runnmgpipeline, a NuS-
TARDAS module which includes all the necessary data reduc-
tion steps to obtain a calibrated and cleaned event file ready
for scientific analysis. A further bad pixel file was also used
in the filtering to flag outer edge pixels with high noise.

Light curves were produced usimgiproducts in the low—
energy range (3.5-9.5 keV), with a 500 second interval bin-
ning. Twenty-one observations (fields 13, 20, 21, 55, 56, 57,
58, 70, 83, 87, 88, 89, 91, 92, 96, 97, 110, 111, 116, 119, 120)
were dfected by abnormally high background radiation due
to solar flares. Intervals with count rate§.1 cnt s were 0.5
cleaned by reprocessing the twenty-one observationsyappl
ing good time interval files created using standard HEASoft
tools. The resulting loss of exposure time corresponds to 2-
9% of the exposure in these twenty-one observations, for a

Area (deg?)

total of 21 ksec. This is less than 1% of the tdWISTAR 0 50 100 150
COSMOS exposure. Exposure (ksec)
3.2. Exposure map production Fie. 1.— Survey area coverage as a function of tlfiective, i.e.
. i vignetting-corrected, exposure time for FPMA (red), FPMiBi€)
Exposure maps were created usigxpomap, which com- and the sum of the two (black) in three energy bands: 3-24 keV

putes the net exposure time for each sky pixel, for a given ob-(solid line), 3-8 keV (short dashed line) and 8-24 keV (lomgited
servation. In order to reduce the calculation time, we bihne line).

the maps using a bin size of 5 pixels. The exposure map ac-

counts for bad and hot pixels, detector gaps, attitude¥an® e optics (denoted fCXB for focused Cosmic X-ray Back-
and mast movements. |deally, given the strong energy de-gyq,ng), A further low-energy background component is re-
pendence of theffective area, exposure maps at each energy|ied 1o solar photons reflectingfahe back of the aperture
should be created and then summed together using weightsop producing a time-variable signal related to whettrer o
based on thefeective area at each energy. This is more cOm- o1 the instrument is in sunlight. Above 20 keV, the back-
plicated if the typical source spectrum is not constant with 4r5ynd is dominated by the detector emission lines produced

energy. This procedure is computationally expensive and ith interactions between the spacegdsitectors and the ra-
can be simplified by convolving the instrument response with iation environment in orbit, as well as several fluoreseenc
a specific model for the incident spectrum. The energies atjjeg.

which the exposure maps were created were computed by \ye ysednuskybgd (Wik et al. 2014) to produce accurate
weighting the &ective area with a power law spectrum with packground maps for each observations taking into account
I'=1.8 (see Section 4.1 for spectral choice motivation). The g the components described above. Using this code, we
mean, spectrally weighted energies are 5.42 keV for the 3-8¢racted spectra (and response matrices) in four circetar
keV band, 13.02 keV for the 8-24 keV band and 9.88 keV for gions, covering each quadrant of the field of view (with ra-
the 3-24 keV band. dius of 2.8) and avoiding the gaps between the detectors for
The 121 vignetting corrected exposure maps were mo-pqh FPMA and FPMB for each observation. The eight ex-
saicked using the HEASoft XIMAGE tool. Thefective ex-  yacted spectra were jointly fitted with XSPEC v.12.8.1 (Ar-
posure time, corrected for vignetting, is plotted verswaar 5,4 1996) to determine the normalization of all the above
in Figurel1. A small dierence 0k5% in exposure per area  components in each observation. Because the fCXB com-
is seen between FPMA and FPMB, with FPMA being more qnent is more than 10 times fainter than the aperture back-
sensitive. ground component, we first fit a fixed normalization to this
3.3. Backaround roduction component (using the nominal value frétiEAO-1 measured
" 9 map p normalization, Boldt 1987) and then we let it vary once the
As described in detail in Wik et al. (2014), tiMuSTAR other components were constrained. Given the overall small
observatory has several independent background commonennhumber of counts in the background spectrd 000 counts),
which vary spatially across the field of view. The background the Cash statistic (Cash 1979) was used for the spectral fit-
spectrum can be decomposed into five components of fixediing. Background maps were then produced using the fitted
spectral shape (excluding instrumental line strengtht) it normalizations.
dividual normalizations that are position dependent. Belo To compare the generated background maps and the back-
20 keV, the background is dominated by stray light from un- ground value measured in the data images, we extracted the
blocked sky emission leaking through the aperture stops Thi counts from the background maps to compare with the counts
component is by nature spatially non-uniform. Below 5 keV, extracted in the same regions from the observed data for
there is a spatially uniform component across all detectors both FPMA and FPMB. We covered each field with 64 re-
due to emission from unresolved X-ray sources focused bygions of 4% radius. Figuré2 presents the normalized dis-
tribution of relative dfferences between background and ob-
27 httpy/heasarc.gsfc.nasa.gdecgnustafanalysignustar swguide. pdf served data counts extracted in each region in each field (red
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02— 3.5. Mosaic creation
The 121 observations were merged using the HEASoft
- ] tool XSELECT into three mosaics: FPMA, FMPB and the
summed FPMAB. Following Alexander et al. (2013), the

i 1 FPMA, FMPB and FPMA-B event mosaics were filtered in
energy using the CIAO (Fruscione et al. 2006) tdwicopy

into three bands, 3-8 keV, 8-24 keV and 3-24 keV. The high
energy limit of 24 keV for the analysis has been imposed
by the presence of relatively strong instrumental lines5at 2

i 35 keV, whose parametrization is uncertain which can lead
to spurious high residuals during the modeling of the back-

. ground. Source detection at energies above 35 keV is pos-
sible but is beyond the scope of our paper, and will be the
] subject of a future work. In order to achieve the deepest sen-
sitivity, we performed detection and analysis on the merged
] FPMA+B mosaic, as we are confident of the alignment of the
two detectors (Sectidn 3.4). The 3-8 keV and 8-24 keV band
mosaics are shown in Figuré 3 compared to the area covered
. T T by Chandra and XMM-Newton on the same field. ThEuS

Normalized number of regions
o
-
[

-06 -04 -02 0 02 04 08 TAR COSMOS survey is fully covered by both lower energy
(Data-Bgd)/Bgd X-ray telescopes.
Fie. 22— Normalized distributions of relative filerences between 4. SIMULATIONS
counts extracted from observed data and background magsin e . . . .
tile for FPMA (red) and FPMB (blue). Extensive simulations were performed in order to develop,

test and optimize the source detection methodology. More-
FPMA,; blue: FPMB). Given the absence of brigiitSTAR over, the simulations were used to estimate the level of sig-
sources in the COSMOS field, we find that removing detectednificance of each detected source, to determine the level of
sources when computing the background maps does not sigeompleteness of the source list as a function of source flux,
nificantly change the overall background distribution. rero  the reliability of sources as a function of source signifean
Gaussian fitting of the distributions of theffidirence between  and the detected source position accuracy.
source and background shown in Figlire 2, we find centroids ) ]
at (Data — Bgd)/Bgd =0.0023 and 0.0047 and standard devi- 4.1. Generation of simulated data
ations of 0.144 and 0.147 for FPMA and FPMB, respectively, To generate simulated maps, mock sources were assigned
showing a remarkable agreement between the generated backtuxes drawn randomly from the number counts estimated as-

ground maps and the data. suming the Treister et al. (2009) model in the 3-24, 3-8 and
_ 8-24 keV bands, using an online number count Monte Carlo
3.4. Astrometric Offsets calculatdff. Given that we are simulating the total popula-
Any errors in the astrometric solution for thefférent ex- tion and not a sub sample of sources, we can assume that the

posures can introduce a loss of sensitivity due to the deerea number count model used in this work is consistent with other
of angular resolution when summing the observations into models available in the literature as Gilli et al. (2007)ykds

the mosaic. We therefore tested whether significant astro-et al. (2012) and Ballantyne et al. (2011).

metric dfsets are fiecting our observations. The catalogs of ~The minimum flux for the input catalog wasx%01°
detectedChandra sources in COSMOS (Elvis et al. 2009, ergcnt? st in the 3-24 keV band, which is a factor of
Civano et al. 2015 submitted) was used as the reference for10 below the expecteMuSTAR COSMOS limit. Hence,
computing astrometric ftsets. However, given the lack of background fluctuations due to unresolved sources are in-
multiple bright sources in individual observations reqdito cluded in the simulations. Fluxes for the 3-8 and 8-24 keV
perform accurate alignments, we used a stacking techniquédands were computed using a power-law model with slope
applied to FPMA and FPMB separately. At fir&€handra I'=1.8, the typical value for AGN in this energy range (Bur-
sources in each individudluSTAR observation were stacked lon et al. 2011, Alexander et al. 2013), and Galactic col-
(by removing neighbors and keeping brighter sources) laut th umn densityNy=2.6x10°° cm2 (Kalberla et al. 2005). The
resulting signal in most fields had inffigient signal-to-noise  counts-to-flux conversion factors (CF) adopted here, com-
ratio (<1) to provide an accurate astrometric correction. We puted using the response matrix and ancillary file available
then stackedChandra sources in contemporaneous and con- in the adopted CALDB, are GF4.59, 3.22 and 6.6410° 1!
tiguousNUSTAR observations, i.e. during which the telescope erg cnt? counts? in the 3-24, 3-8 and 8-24 keV bands, re-
did not move to observe another target between one COSMOSpectively.

field and the next. This procedure assumes a stable align- These sources were randomly added to a background map
ment of the observatory. The astrometritsets measured for produced as described in Section]3.3, though without the
stacked sources with high signal-to-noise rati@) were in fCXB component included. The point spread function (PSF)
the range 1 -7”, comparable to th&luSTAR pixel size and  used to add sources to the background map is taken from the
consistent with expected uncertainties (see also Sdci@)n 4 NuSTAR PSF map available in the CALDB. It changes as a
Therefore we decided not to perform any astrometric correc-function if the dt-axis angle (and azimuthal angle), and is the

tions to our data. No significanffsets were found between
FPMA and EPMB. 28 httpy/agn.astro-udec flagnmain.html
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Fic. 3.—Combined FPMAB 3-24 keV (left) and 8-24 keV (right) band mosaics with theitions of the 91 detected sources on the left and
the 8-24 keV detected sources on the right, as black cirlesChandra andXMM-Newton surveys area are marked as green solid and black
dashed polygons, respectively.

sum of the PSFs for all the observations covering any cer-smoothed science and background mosaics. These propabilit
tain position. Then, to match the total number of counts in maps give the likelihood that the signal at each positiohén t
the observeduSTAR mosaic, additional background counts mosaic is due to random background fluctuations. We com-
(4-6% of the total) were added by scaling a background mapputed the logarithm of these maps and inverted them so that
with only the fCXB component for which the normalization significant fluctuations are positive. These maps were then i
has been averaged over all the fields. These additional€ountput to SExtractor using a detection significance of 1€, set

are due to the fact that we averaged the fCXB componentto avoid the loss of any real but faint detection.

normalization, to sources fainter thasB) 1% erg cnt? st We performed aperture photometry at the positions ob-
which are not included in the simulation, and also tfiedt tained bySExtractor for each detected source. Total source
ent spectral shapes of the true source population. A Poissortounts were extracted from the data mosaic and background
realization of the final map (sources plus background) wascounts were extracted from the background mosaic in the 3-
made. With the above procedure, we simulated a set of 40024, 3-8 and 8-24 keV bands, using a circular aperture 6f 20
mosaics in three bands (3-24, 3-8 and 8-24 keV) for both radius. With total and background counts, we computed the
FPMA and FPMB, which were then summed to create sim- maximum likelihood (DETML) for each source (see Puccetti

ulated FPMA+B mosaics. et al. 2009; Cappelluti et al. 2009; LaMassa et al. 2013
for similar approaches). The DENIL is related to the Pois-
4.2. Simulation source detection and photometry son probability that a source candidate is a random flucoati

of the background (Brgom): DET_-ML ==In P;angom. Sources
_with low values of DETML, and correspondingly high values
of Prandom, are likely to be background fluctuations. Detec-
tion and photometry were both computed in the thréiedent

In order to fully exploit the large area and depth of M
TAR COSMOS survey, a dedicated analysis procedure for de
tection and source reliability was developed and applied to
the simulated dataset with the aim of validating it. The same
procedure, described below, was then applied to the real dat Pands separately.

(see Sectiof]5) as well as to the ECDFS data in Mullaney et, 1 he sources detected in each probability map were merged
al. (2015). into a single list, and duplicate sources were removed using

Following Mullaney et al. (2015), we useSExtractor a matching radius of 3Q i.e., if there are two sources with

; ; tion smaller than’3@nly the one with the higher
(Bertin & Arnout 1996) to obtain a large catalog of poten- a separat ; : . ;
tial sources. The source detection was performed on falseDET-'\él# IS l:gpt In éf(\)e c?tﬁl_og. C(sj[ven tr?e fc'jze (t)f thz point
probability maps generated by convolving the data mosaicls'prea unbc 'Onf'lfil mact: rl]ngfra '(‘;s ST%U not pro uge a
(either simulated or observed) and the corresponding back/arge number of false matchesfew %). The mean number

ground map (the mosaic where the normalization of the fcxg Of sources detected in each of the probability maps (in each
component has been averaged over all the fields) using a cirPand) and the final number of sources after cleaning theflist o

; ; ; i , Iltiple detections of the same source are reported in Table
cular top-hat function with two smoothing radii (1,20”) to mu .
detect sources with flierent sizes, i.e. to take into account Ve then used the procedure described by Mullaney et al.

overlapping point sources across the mosaic. To convert the(2015; their section 2.3.2) to deblend the counts of sources

; : o which have been possibly contaminated by objects at sepa-
convolved maps into Poisson probability maps, we used therations of 90 or lower. Deblended source and background

incomplete gamma functioigamma (available in IDL), so i dt i DEI val f h
that Random = igamma(Sci, Bgd), where Sci and Bgd are the ~COUNtS WEr€ Used 1o compute new values for eac
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TABLE 1 1
MEAN NUMBER OF DETECTED SOURCES WITH SEXractor IN SIMULATED SMOOTHED
(10” anp 20" raDIT) MAPS (LINE 1 TO 3) , OF DETECTED SOURCES MATCHED TO AN
INPUT CATALOG SOURCE WITHIN 30 (LINE 4), OF DETECTED SOURCES WITH
DET_ML > tarEsHOLD (LINE 5).

=

3-24keV  3-8keV  8-24 keV g
10” smoothed maps 259 219 152 £ ‘
20” smoothed maps 227 193 123 Tos| Ul bl -
Combined 269 230 173 £ | [ bR
Matched to input 179 (66%) 167 (72%) 103 (60%) EIf -]
DET_ML > DET_ML(99%) 77 62 27 Z o

source.

We thus obtained for each band a catalog of detected
sources which was then matched to the list of input mock
sources using a positional cross-correlation, with a marim
separation of 30. We report the mean number of detected
sources matched to an input catalog source for each band in
the fourth line of TabléJl. The fraction of matched sources
with respect to detected sources-i§6%, 72% and 60% in
the 3-24 keV, 3-8 keV and 8-24 keV bands, respectively.

In Figure[4, we plot the distribution of the separation be-
tween input source positions and detected source positions
for the three bands. These distributions are flux depen-
dent: the distribution of bright sources (green lineg0*3
erg cnt? s71) peaks at5”, while the one of fainter¢10-13
erg cnt? s71) sources peaks at’8 In the 3-24 and 3-8 keV
bands~55% of the matches are within 1@nd~90% within
20”. These numbers are slightly lower in the 8-24 keV band,
where~45% of the matches are within 1@nd~85% within
20", because of the lower number of counts in this band, how- [
ever the fraction of sources within 20s still very high. The ° T
30” matching radius was chosen a posteriori to avoid losing Separation Input-Output (arcsecond)
the tail of sources at large separations.

Normalized Fraction
o
o

4.3. Reliability, completeness and survey sensitivity

The threshold for source detection must be set by balancing
reliability and completeness. Reliability, which is an icet
tor of the number of spurious sources in the sample, is com-
puted using the ratio between the number of detected sources
matched to an input source and the total number of detected
sources. Completeness is instead the ratio between the num-
ber of detected real sources and the number of input sintulate
sources. The analysis of the simulations allows us to choose
a threshold in source significance, or DIFVIL, to maximize
the reliability of the sources in the sample, while simuétan
ously maximizing completeness. A lower DBML threshold
gives higher completeness at the cost of lower reliability.
Figure[® shows the cumulative distribution of reliability a
function of DET.ML in three bands for the FPMAB simu- Separation Input-Output (aresecond)
lations. The horizontal lines represent 97% and 99% retiabi Fic. 4—Normalized distributions of the separations, in the simula

ity (e.9., 3% and 1% spurious sources) . For what follows, tions, between the detected positions obtained @tktractor and
we use the significance level corresponding to 99% reliabil- the input positions in the 3-24 keV (top), 3-8 keV (middle}i+24
ity: DET_ML(99%)=15.27, 14.99 and 16.17 for the 3-24 and keV (bottom) bands. Solid and dashed lines refer to the whaie-
3-8 keV and 8-24 keV bands, respectively, corresponding tople and only to sources above the 99% reliability DEIL thresh-
Poisson probabilities dbg;oPrandom=-6.63,-6.51,-7. Figuriel6  olds in each band. The black lines represent the total biigtdn.
shows the completeness in the three bands as a function ofhe red lines represent the separations for bright sourdés3w24
X-ray flux at the DETML threshold corresponding to 99%  keV flux >107** 19 cnt? 52'1 and the green lines represent sources
reliability. Table[2 gives the flux limits corresponding twuf with fluxes<10* erg cm= s

completeness fractions in the three bands. The mean num-

bers of detections above the 99% reliability DIEIL thresh-

old found in the simulations are listed in Table 1 (last row).

The fraction of detected sources above this threshold is be-

Normalized Fraction
o
o
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TABLE 2 1
COMPLETENESS AS FUNCTION OF FLUX (FOR 99% RELIABILITY CATALOG)

Completeness  F(3-24 keV) F(3-8 keV) F(8-24 keV)
ergen?st ergem?s! ergenr?st

0.98
90% 1.1x 1018  6.1x10 1.3x1013
80% 1.0x1018  53x10 1.1x101
50% 76x1014  39x10 86x104
20% 59x 1014  29x10™ 64x104 0.96

tween 35-40% in all bands.

The “sky-coverage” is the integral of the survey area cov-
ered down to a given flux limit. If at the chosen detection
threshold the completeness idfstiently high (with reliabil-
ity also high), the number of detected sources should corre-
spond to the number of input sources with DEIL higher 0.92 - | N
than the threshold value. In this case, the curves in Fig- I [ ]
ure[B represent normalized sky-coverages. The survey “sky- |
coverage” in the three bands is plotted in Fidure 7. 0.9 [ N

In Figure[4 (dashed lines), we plot the distribution of the 10 15 20 25
separation between input and detected source positions re- DET_ML
stricted to the matches above the DHFIL threshold, for the
three bands. The fraction of matches within’lahd 20'is g, 5__Reliability as a function of DETML from FPMA+B sim-
significantly improved when considering only sources with yjation analysis. Solid line: 3-24 keV band; short dashed:1i3-8
DET_ML above the 99% reliability threshold, increasing for kev band; iong dashed line: 8-24 keV band. The horizontal dot
all the bands to 68% and 98%, respectively. Comparing to thedashed lines represent the 99% and 97% reliability threlshol
distribution of the whole sample (solid line) it is possile
see that the tail at large separations is made by sourcew at lo
DET_ML values. By performing a two-dimensional Gaussian T T T T T T T T
fitting of the distributions, we find a consistent width in all
bands, and at both bright and faint fluxes of’§.&hich can
therefore be associated with the positional uncertaintphef - /
detections. This value is consistent with what is expeabed f g
the source positional uncertainties according to the mimim 0.8 /
resolvable separation Rayleigh criterion, assuming auste 1
the first difraction minimum of a point source, the size corre-
sponding to 20% of the encircled energy fractied ().

3-24 keV_|
I ;o 3-8 keV |
I " 8-24 ke |

0.94 — /

Reliability (1-spurious fraction)

0.6

/ |

— 3-24 keV|
—__-- 3-8 keV
— — 8-24 keV|]

4.4. Flux analysis

To validate the aperture photometry performed and the
count deblending applied, we computed the 3-24 keV (and 3-
8 and 8-24 keV) band fluxes for all detected sources. We use /
the counts-to-flux conversion factors reported in Sedtidh 4 0.2 - /
computed using a power law model wikx=1.8 and Galac- y
tic column density. We then convert the fluxes from aperture L
(in 20”) to total assuming a factor, derived from tNaSTAR 0
point spread function, such thaiggure/Fota=0.32. We find 10-14 10-13 10-t2
that this value is approximately constant across the field of Flux (erg em=2 s7!)
view (with only a few percent variation) because the size of
the PSF core is constant. Therefore, this factor can be ap- Fi. 6.—Completeness as a function of X-ray flux at 99% reliability
plied to all the sources to convert the aperture counts com-DET_ML threshold. Solid line: 3-24 keV band; short dashed line:
puted from the mosaic, i.e. using the counts frorfiedent 3-8 keV band; long dashed line: 8-24 keV band.
positions on the detector, to total counts. Th&etence of

the aperture correction between FPMA and FPMB s of the pyytion increases towards lower fluxes, becoming a factor of
order of 4%, and wouldféect the flux estimates at the level 2 5 wider at the flux corresponding to 50% completeness of

Completeness

of the statistical uncertainties. Moreover, this apertneec-  he survey (*10°%4 erg cnt? s'). The spread at low fluxes,
tion factor is energy independentand can be applied to ¢onve iy particular at the flux limit, is expected, and is due to Ed-
from aperture to total fluxes in the 3 bands used here. dington bias.

In Figurd 8, we present the input versus output fluxes in the
3-24 keV band for all sources above the detection thresholdi 5 pDATA ANALYSIS AND POINT SOURCE CATALOG
all 400 simulations. The agreement at bright fluxes valglate .
the aperture correction. The fluxes are within a factor 1.5 of 5.1. Source Catalog Creation
the input value down to the flux corresponding to almost 90% Once we tested and optimized the source detection pro-
completeness (I erg cnm? s™1). The spread of the distri-  cedure on simulated data and defined all the matching radii
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There are 81, 61 and 32 sources above the 99% reliabil-
oo T — ity detection thresholds in the 3-24, 3-8 and 8-24 keV bands,
respectively. These numbers agree, to within a few percent,
with the numbers of detections expected from the simula-
tions as presented in the last line of Table 1. We compared
the number of detections to those predicted by the X-ray
background synthesis models described in Ballantyne et al.
(2011), which consider several luminosity functions (Uetla
al. 2003, LaFranca et al. 2005, Aird et al. 2010) as well as
the most recent one by Ueda et al. (2014). We combined the
luminosity functions with the spectral model of Ballantyne
(2014), and folded the results with the COSMOS sensitivity
curves. The models under-predict the actual number of de-
tected sources by 20-30% in both the 3-8 keV and 8-24 keV
bands, thoughiit is still consistent within the uncertastiwe
also compared with the number counts presented in Ajello et
al. (2012) in the 15-55 keV band, properly converting the
flux to the 8-24 keV band (assumind'a1.8 slope). Also in
this case, the predicted counts (17-34 sources) is in agnaem

Area (deg?)
- o

Area (deg?)
T e T T e

o
o

—
[ =)

o
)

—
o o

Area (deg?)
ot
< T~

(1)0-“ : 10-1 '1'0-12 with the observed data. A more extended analysis oRNtife
Flux (er -2 g-1) TAR number counts bands is described in Harrison et al. (in
g em=s prep.).
Fic. 7.— Sky coverage at 99% reliability DEWIL level. Top: 3-24 We then generated a master catalog by performing a simple
keV band; middle: 3-8 keV band; bottom: 8-24 keV band. positional matching (30matching radius) between the cata-
log of sources detected in the 3-24 keV band and in the 3-8
Lo-te keV band, and then matched the resulting catalog (including

matches but also unmatched sources in both bands) to the 8-
24 keV band catalog. From the master catalog, we determine
the number of significant sources (with DEML above the
threshold) in the total sample. Table 3 lists the numberff di
ferent combinations of sources above the threshold in at lea
one band. We include the combination of sources detected
and above the threshold (labeled with capital F, S and H) and
detected but below the threshold (labeled with lower case f,
and h). By summing all the possible combinations, the total
number of sources above the threshold in at least one band is
91.

The counts for each detected source in a given band were
computed by performing photometry in a’2fadius aperture
in the FPMA+B mosaic as well as in the background mosaic
and then correcting the counts using the deblending code as
per the simulations. If the source was either detected, &ut b
low the threshold, or undetected in a given band, we computed

10-13 |

3-24 keV output flux (erg cm-2 s-1)

fo-t Lol vl i upper limits by extracting the counts (in the samé 2adius
10-4 10-1 10-t2 aperture) at the position of the detected (but below thrie§ho
3-24 keV input flux (erg cm-2 s-1) source, or at the position of the significant detection irntheo

band if the source was undetected. The method adopted for
Fie. 8.— Comparison between 3-24 keV input fluxes and measured €/TOr determination is Gehrels (1986; &quivalent errors are

total fluxes in the simulations for all the sources with DEIL above used). For non detections, 90% confidence upper limits were
the 99% reliability threshold in the 3-24 keV band. Black twans computed by following standard approach (see Narsky 2000).
show the source density. Vignetting-corrected count rates for each source are ob-

tained by dividing the best-fit counts derived from aperture

photometry for each band by the net exposure time, weighted
on the basis of the highest rate of detected and significantby the vignetting at the position of each source. Total fluxes
sources, we applied the same procedure toNfeTAR COS- were obtained by converting the count rates, assuming a
MOS data. Summarizing, for each band, we firstartrac- power law model with['=1.8 and Galactic column density,
tor using the parameters defined in Secfiod 4.2 and we ob-using the conversion factor in each band and applying the
tained a catalog of detected sources merging all the outputsaperture correction factor. The energy conversion factorg
We then extracted 20source and background counts at the therefore the fluxes, are sensitive to the spectral shapat-a fl
detection position and corrected these counts for contamin ter spectral slopdi=1) would produce a dierence 0+20%,
tion of neighbors. Using the deblended counts, we computed<5% and<15% in the 3-24 keV, 3-8 keV and 8-24 keV fluxes,
DET_ML values for all sources. We define as detected all respectively. The energy conversion factor for the 3-24 keV
those sources found t8Extractor and detected above thresh- band depends most strongly on the spectral shape because of
old those for which the DETML is above the threshold. the wider band considered. In Figdrk 9, the histograms of
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TABLE 3 25 ¢ — ——

NumBER OF Sources witH DET_ML ABOVE THE DEFINED THRESHOLD IN AT LEAST E E
ONE BAND. . 20 & =

(7] E ]

o 15 F -

Band Number of sources £ 10 £ E

F+S+H 23 Z E

F+S+ h 14 3 E

F+S 15 0F -+

Fisth 7 20 F E

F+s 8 ,“2 15 =

F+h 4 E10f 3

F 2 2 _F E

F+s+H 6 °F E

F+H 2 28 :_ —+—t IE

f+S 9 E e E

H 1 g 15 ;_ 8-24 keV : i _;

F,f: 3-24 keV, S, s: 3-8 keV, H, h: 8-24 keV. Capital F, S and féréo E1o0F LT =
sources detected and above the threshold in that band, latviée case f, s, 2 E r ! 3
h refer to sources detected in a given band but below thetawtabreshold. 5 E ;;‘_\_'_I_F\_:—‘ E
O:I_J_-‘l‘r_ M BT N 1 1 11 |||:

count rates and total fluxes in each band are presented (90%  0.0001 0.001 0.01
confidence upper limits have been included). Count rate (counts/s)
5.2. Match to Chandra and XMM-Newton Catal ogs 25 ————r — g
The 91NuSTAR detected sources were matched to both the 20 £ 3
Chandra (Civano et al. 2012) and XMM-COSMOS point- 215 F g 54 kev =
source catalogs (Brusa et al. 2010) to obtain lower energy g 10 E 3
counterparts and multivavelength information. We use the = . E
nearest neighbor matching approach, as done in the simula- 3 L e
tions (Sectiorh_4]2), with a 30matching radius. Given that 2 E o URRE
theNuSTAR survey overlaps also with the né@handra COS- e - F E
MOS Legacy survey (Civano et al. in prep.), we also used the 8 !° F E
Chandra catalog for this project (Marchesi et al. in prep.). We g 10 =
applied a flux cut to both catalogs axB0*° erg cnt? s* zZ g E E
(2-10 keV), consistent with the limit in flux used in the simu- E T
lations. At this flux, the number density of sources in thed2-1 29 E T
keV band is 600 ded, therefore the number &@handra or - 3
XMM-Newton sources found by chance in the searching area % 15 3 E
around eachNUSTAR source is< 0.13. All the matches are Ew0f E
therefore very likely to be real associations. z 5 E E
The cross-correlation returned 87 matches withifi.3the E 3
distribution of separations between tf@handra or XMM- Qo ' 10 T o

Newton and theNuSTAR positions is presented in Figure] 10.
The fraction of matches within 0and 20’ are 56% and 97%,
respectively, both consistent with the simulations (seg Fi  Fic. 9.—Count rate (top) and flux (bottom) distributions for detelcte
ure[4, dashed lines). Among the 87 sources withandra sources in the 3-24, 3-8 and 8-24 keV bands from top to bottdpn.
andor XMM-Newton counterpart, 14 have multiple matches per limits at 90% confidence have been included for sourclesvbe
within 30”. The distribution of separations considering the threshold or undetected as dashed histogram.

secondary counterpart (defining as secondary the source at

larger separation) is shown in Figlirgl 10 as a dashed line. Insecondary could be considered a possible associationeifror t
this case, the fraction of matches within”18rops to 52%,  of the 14 sources with two possible counterparts, the separa
and to 90% for matches within 20 Two of the NUSTAR tion between théluSTAR position and the secondary candi-

Flux (erg cm-2 s-1)

sources with a multiple match show a significant iram liie date is 30% larger than the separation betweerNihf§TAR
in the NUSTAR spectrum at the energy as expected from the position and the primary. The flux of the secondary is also
redshift of the primaryChandra angor XMM-Newton coun- significantly fainter (50% or more) than the primary, making

terpart, therefore these sourced$u$TAR J100142-0203.8 the primary association stronger. Hereafter, we consluer t
and J1002590220.6, source ID 181 and ID 330 in the cata- primary match to be th€handra andor XMM-Newton coun-
log) can be securely associated with their lower energy coun terpart. We flag thosBuSTAR sources with secondary coun-
terpart. Of the 12 remainingluSTAR sources with mul-  terparts, providing a supplementary catalog of matches.
tiple lower X-ray energy counterparts, only twblUSTAR Of the 87 matched sources, 79 are associated withaa-
J095845-0149.0 and J09593%241.3, source ID 134 and draandXMM-COSMOS source (41 to a C-COSMOS source
ID 257) have a primary and secondary counterpart with sep-and 38 to aChandra COSMOS Legacy source), seven with
arations and fluxes in the 2-10 ke®handra/XMM-Newton a Chandra only source (of which four are from the new
band within 3% one of the other; therefore both primary and Chandra COSMOS Legacy survey), and only one is matched
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with an XMM-COSMOS source outside thghandra COS- computed the hardness ratio, defined a&lﬂ%, where H
MOS Legacy survey area (see also Fidgure 3). Although theand S are the number of net counts in the 8-24 keV and 3-
Chandra COSMOS Legacy survey overlaps with tA&M- 8 keV bands, respectively. We used the Bayesian Estimation
COSMOS area, we consider here fluxes from the already pub-of Hardness Ratios method (BEHR, Park et al. 2006) which
lishedXMM-COSMOS catalog for the 38 sources detected in is the most suitable tool to compute hardness ratios and un-
both. All 87 sources are detected in the 2-10 keV band in certainties in the Poisson regime of low counts, whether the
at least one of the three low energy surveys. When consid-source is detected in both bands or not. The HR reported in
ering theChandra and XMM-Newton sources in the central the catalog is the mode value computed by BEHR. To com-
area of theNuSTAR survey that has uniform and deepest ex- pare the HR (in the 3-8 and 8-24 keV bands) computed above
posure, all those with 2-10 ke\Chandra or XMM-Newton) with X-ray spectral models, and to characterize the level of
fluxes larger than 13° ergcnr? s are also detected by intrinsic obscuration, the redshift of each source needseto
NUSTAR. At fluxes in the range61074-10"2 erg cnt? s72, taken into account. In Figufel3, the HR values are plotted
the fraction ofChandra and XMM-Newton sources detected for each source versus redshift. If the upper or lower vafue o
by NUSTAR drops to 60% and becomes lower than 10% at the HR is at its maximum value (1 erl, respectively), the
fluxes below 21074 erg cnt?s™L. These fractionsareinfull HR values are considered to be lower or upper limits. The
agreement with thBluSTAR survey completeness presentedin error computed with BEHR were estimated using the Gibbs
Table[2 and Figurgl6. In Figukelll, we compare the 3-8 keV sampler (a special case of the MCMC) to obtain information
NUSTAR fluxes with theChandra or XMM-Newton fluxes in on the posterior distribution of the 3-8 and 8-24 keV counts
the same band. We converted count rates from both the C-and therefore on the HR (see Park et al. 2006 for more de
COSMOS andKMM-COSMOS catalogs in the 2-7 keV and tails). The errors and the upper and lower limits on the HR
2-10 keV bands respectively into 3-8 keV fluxes, accounting are derived from the MCMC draws. The limits do not neces-
for the slightly diferent energy range covered and the spec- sarily correspond to a non detection in a given band, because
tral model assumed here. In Figufe] 11, downward arrowsBEHR computes HR directly using total counts and back-
are 90% confidence upper limits on tNaSTAR flux . Black ground counts, and relies on the combined statistics of both
contoursrepresentthe locus occupied by the simulatedlsamp sub-bands.

when comparing input and measured fluxes in the simulations Even though spectral complexity is likely present in these

in the 3-8 keV band (as shown in Figure 8 for the 3-24 keV sources (see Sectibh 6 as an example), we compared the HRs
band). The scatter around the 1:1 line is similar to that ob- with two sets of spectral models: a power law model with
served in the simulations, keeping in mind that flux variapil  slope of'=1.8 and column densities E@cm*z, 1072 cm?,

could dfect the real source distribution. The break observed 5x10?3 cm=2 and 164 cm2 (dotted lines, from bottom to top)
at~10"1 erg cnt? s71 and the flattening of the distribution and the more complex MY Torus model (Murphy & Yagoob
are both consistent with the simulation results and with Ed- 2009). For the latter, we assumed a uniform torus with open-
dington bias fecting the sources at the flux limit. Similar ing angle with respect to the axis of the system fixed to 60 deg,
behavior is found by Mullaney et al. (2015) in the ECDFS corresponding to a covering factor of 0.5, and column densi-
NUSTAR survey and also in the serendipitous source sampleties of 1¢* cm? and 31074 cm™ (dashed lines, from bot-
presented by Alexander et al. (2013). tom to top). Balokovic et al. (2014) used the latter model

The redshift distribution of the 8RIUSTAR sources asso- in spectral analysis of particular heavily obscured AGN ob-
ciated with a lower energy counterpart is presented in Fig- served withNuSTAR (NGC 1320), and found hardness ratios
ure[12. Spectroscopic redshifts and optical spectralifilass calculated from the best-fit models which are consistertt wit
cations are available for 80 matched sources and photometthose considered here. As for comparison we also report in
ric redshifts (and spectral energy distribution classiiises) Fig. [I3 the hardness ratio evolution computed for the best
for 87 sources from either the XMM or C-COSMOS cata- fit spectra model of NGC 1320 (withd 0?* cm2, red solid
logs. According to the spectroscopic classifications, #e-s  line) from Balokovi€ et al. (2014).
ple is equally divided between broad line AGN and narrow  As shown in Figuré13, if we choose BHR0.2, correspond-
line AGN. For the remaining seven sources without optical ing to the commonly adopted definition of obscured X-ray
spectra, the spectral energy distribution fitting suggestare AGN (10?2 cm?), to divide the sample in obscured and un-
best fitted by a narrow line AGN-like template and one is best obscured, we find that 50% of tiMuSTAR sources are ob-
fit by a broad line AGN-like template. Although we detect scured. We caution that in the 3-24 k&WISTAR passband,
both broad line and narrow line AGN up ~2, the mean  the HR for a modestly obscured AGN is very close to that ex-
redshift of the broad line AGN ig ~1, while the narrow line  pected for completely unobscured AGN (HR.3) and so itis
AGN and narrow line AGN-like sources peak at lower red- difficult to estimate the reliability and statistical uncertgin
shift (z ~0.6). Narrow line AGN angbr obscured sources are this measure of the obscured fraction frbluSTARHR alone.
on average fainter (and less luminous) than broad line AGN A more robust and accurate measure of the fraction including
andor unobscured ones, and therefore are generally detectedhodestly obscured AGN (down to 20cm™2) will require X-
at lower redshifts, explaining the fiéirent redshift distribu-  ray spectral analysis to measuig directly and comparison
tions and implying that the volume sampled when surveying with lower-energyChandra and XMM-Newton data, which
obscured sources is smaller than that sampled by unobscuredill be addressed in future work (Zappacosta et al. in prep.)
sources. NUSTAR HR is more sensitive to higher obscuratiosl (**

We refer to Zappacosta et al. (in prep.) and Del Moro et cm™), and can therefore be used to identify candidate CT
al. (in prep.) for a detailed X-ray spectral analysis of both sources. We refer to these sources as candidates as confirm-
bright and faint sources and for the absorption distributio ing their CT nature requires detailed analysis of their X-ra
the sample. Here, to obtain a rough estimate of the obscuraspectra to measumdy directly or other independent means,
tion level characterizing the COSMQO®USTAR sources, we  which is again beyond the scope of this paper. We compute

the fraction of candidate CT sources, defined as the number of
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sources with HR and redshift combination above th&0?*
cm2 line obtained using the MYTorus model (the magenta
line in Figure[IB), using the results from the BEHR MCMC
analysis] and thus allowing for the uncertainties in the indi-
vidual HR estimates. We also compute the fraction using the 20
10?* cm2 line obtained with an obscured power law model
(the red dashed line in Figukel13). The fraction of candidate
CT AGN obtained is 13% 3% with the MYTorus model and
20%+3% with the obscured power-law model. These esti- 15
mates are consistent with the fractions based simply on the
best estimates (posterior mode) for HR (9% and 19% respec-
tively). We note that these values correspond todtbeer ved
fraction of CT candidates, combined over the entire luminos
ity and redshift range of our sample.

Two sources have lower limits on their HRJUSTAR
J100204-0238.5 (ID 557) is only detected above the thresh- 5
old in the 8-24 keV band (and it is the solo source with only
an 8-24 keV band detection in the whole sample) while source
NuSTAR J100229-0249.0 (ID 249) is also detected above the
threshold in the 3-24 keV band. Their HRs suggest high lev- 0
els of obscuration, abovexd0?® cm™2. Source ID 249 is
also part of a sample of candidate highly obscured AGN from
the XMM and C-COSMOS spectral analysis (Lanzuisi et al. Fic. 10.—Histogram of separations between MgSTAR andChan-
2015). Atotal of six sources detected WySTAR, highlighted dra or XMM-Newton positions of the primary (solid) and secondary
in green in Figur€ ISNUSTAR ID 107, 249, 299, 129, 181, (dashed) counterparts.

216), are identified as candidate obscured AGN by the same

Lanzuisi et al. (2015) spectral analysis. For all of thene, th

NUSTAR HR suggests columns densities exceedinxd &3 10-12 L B B
cm2, considering also theolerror bars.

Two sources (ID 330 and ID 557, labelled in the figure)
have HR-0.5 strongly suggesting obscuration exceeding 10
cm~2 with both an obscured power law model and the MY-
Torus model. Both of these are candidate CT AGN. A more
detailed analysis of ID 330 is presented in Sedfibon 6.

NUSTAR fluxes in the 3-24 keV band, where we have the
highest number of detections, have been converted into 10-
40 keV rest frame luminosities, assuming a power law model
with I'=1.8 and a standard k-correction of{12)T2 to take
into account the dierent bandpasses. The luminosities here
are not corrected for absorption, although, the 10-40 ke\dba
is not sensitive to obscuration up to columns-ofewx 1074
cm 2. In Figure[I%, the X-ray luminosity for thBUSTAR
COSMOS sources is plotted versus redshift. Upper limits for
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eight sources not detected in the 3-24 keV band have been v

included as downward arrows. The COSMOS sample is com- ;. T AT B
pared here with th&wift-BAT 70 month all-sky survey sam- 10-1s 10-1 10-13 10-12
ple (Baumgartner et al. 2013). The flux limit of the ECDFS 3-8 keV Chandra or XMM flux (erg cm=2 s-!)
survey (Mullaney et al. 2015) is also presented as a long-

dashed line. The COSMOBUSTAR survey reaches lumi- g 17— Comparison between th@handra (full square symbols)

nosities two orders of magnitude fainter than aft-BAT or XMM-Newton (empty circle symbols) and th€uSTAR 3-8 keV

sample and extends to significantly higher redshift. Brozel | fluxes. NuSTAR 90% upper limits are plotted in red as down-

and unobscured sources (blue squares) have on average higheard arrows. Black contours show the density of sources én th

luminosities, while the faint end of the luminosity distiib ~ simulated sample when comparing 3-8 keV input fluxes and mea-

tion is dominated by narrow line or obscured AGN. Given the sureddeblended fluxes as in Figure 8.

large area covered by the COSMOS survey, we are able to

sample also rare sources at very low redshift and faint lumi- . .

nosity, such as source ID 330, a spiral galaxy-at0.044 (see 5.3. X-ray to optical properties

Sectior[6). To further study the nature of tiduSTAR sources, we com-
pare the X-ray fluxes to the optical magnitudes of their coun-
terparts. TheX/O ratio (Maccacaro et al. 1988) is defined

29 We used each of the 5000 MCMC draws for each of the 87 detected asX/O = log(fx/fopt) = l0g(fx) + C + mopt/2.5, wherefx is

source as a independent HR value for each source and we aetbindraws  the X-ray flux in a given energy rangey: is the magnitude
for each source and treat them as “new” sample of sourcedtitnags the at the chosen optical band, a@ids a constant which depends

fraction of candidate CT sources. on the specific filter used in the optical observations. Ugual
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Fie. 12.—Redshift distribution: black solid liretotal sample; blue
solid histogram= broad line and unobscured AGN; red dashed his-
togram= narrow line and obscured AGN.
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Fic. 13.—Hardness ratio (with I errors) distribution versus red-
shift for all the sources matched t&€aandra or XMM-Newton coun-
terpart. Blue downward arrows represent lipper limits on the HR
value as computed by BEHR. Red upward arrows represent lower
limits. Dotted lines show power law models wil:=1.8, Galactic
column density and intrinsic column densities of40m2, 102
cm2, 5x107% cm2 and 16* cm? (from bottom to top) as function
of redshift. Dashed lines show the HR predicted using theeroom-
plex MY Torus model with column densities of2@m2 and 310>
cm2 (from bottom to top). The red solid line represents the HR evo
lution of NGC 1320 best spectral model from Balokovit et2i114.
The green circles label the candidate obscured sources fgulsa
etal. (2015).
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Fic. 14.—10-40 keV rest frame luminosity versus redshift for COS-
MOS NUSTAR sources (square symbols): in blue the sources classi-
fied as broad line or unobscured AGN and in red the sources clas
sified as narrow line or obscured AGN. COSMOS upper limit are
presented as downward black arrows. Short and long dashesl li
represent the flux limit of the COSMOS survey (at 20% complete
ness) and of the ECDFS survey. The serendipitduSTAR sources
presented in Alexander et al. (2013) éwift-BAT 70 months sam-
ple (Baumgartner et al. 2013) are shown as triangles antesjrc
respectively.

ther- ori-band flux is used (e.g., Brandt & Hasinger 2005).
Originally, a soft X-ray flux was used for this relation, ahe t
majority of luminous spectroscopically identified AGNsliret
Einstein andASCA X-ray satellite surveys were characterized
by X/O = 0 = 1 (Schmidt et al. 1998, Stocke et al. 1991,
Akiyama et al. 2000, Lehmann et al. 2001). Harder X-ray
surveys, performed witlChandra and XMM-Newton, found
that a large number of X-ray detected sources have high (
10) X/0O values, and later studies showed that h{gl is as-
sociated with large obscuration (Hornschemeier et al. 2001
Alexander et al. 2001, Fiore et al. 2003, Brusa et al. 2007,
Perola et al. 2004, Civano et al. 2005, Eckart et al. 2006; Coc
chiaetal. 2007, Laird etal. 2009, Xue etal. 2011). HgI®
sources are extreme in that their optical magnitude is thiet

to a combination of high redshift afat obscuration. At low
X/0, the optical emission is dominated by the host galaxy.
Given the correlation oK/O with redshift, sources with low
X/O are also typically at low redshift. I8handra andXMM-
Newton surveys, lowX/O sources have been dubbed optically
dull or X-ray Bright Optically Normal Galaxies (XBONGS).
Several studies have shown that these XBONGs could harbor
highly obscured AGN (Comastri et al. 2002, Civano et al.
2007), but so far no clear case has been reported.

Figure[ 1% presents theband magnitude plotted against the
3-8 keV (left) and 8-24 keV (right) fluxes for aNuSTAR de-
tected sources. For both bands, &g = +1 locus (yel-
low area) has been defined usi@g= 5.91, computed taking
into account the width of thieband filters in COSMOS (Sub-
aru, CFHT, or for bright sources SDSS). The locus takes into
account the spectral slope used to compute the X-ray fluxes
(I'=1.8). The long dashed lines represent the region including
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90% of the AGN population as derived in the 2-10 keV band

in the C-COSMOS survey (Civano et al. 2012). The four _7 [ T TR T T T
sources not matched toGhandra or XMM-Newton counter- 26 - -
part are plotted as upper limits with<27 (see Sectioh 3.4). o5 N\ ]
Even though this is the first time such a locus is presented L ID\5& . .
above 10 keV, the agreement between detections and the AGN %4 - %\ < 7
locus is remarkable. About 10% of the sources in both the 3-8 23 S sa —
and 8-24 keV bands lie outside the locus, consistent witht wha oo [ N
was found in theChandra 2-10 keV band (see e.g., Civano et - .
al. 2012). Flux upper limits are consistent with the locus g 21 T - 7
moving to the left of the plot, and could increase the number < 20 |- .
of sources at higbx/O. It is interesting that the two sources - 19 b N
with HR>0.5 (starred symbols in Figurell5) are located at ex- L
tremes of the diagram, one with higtiO (ID 557) andz >1, 18 - 7]
the other at very low redshift and very log/O. Both are can- 17 =
didate highly obscured and perhaps CT AGN (see SeLtion 6). 16 - e
5.4. NuSTAR sources without a Chandra or XMM-Newton 15 N
match r i L ]
As mentioned in the Section 1, lower energy X-ray mis- 10~ 10-13 10-12
sions like Chandra and XMM-Newton are not sensitive to 3-8 keV Flux (erg cm=2 s7')
very obscured AGN at redshift <1.5. Therefore, any 8-24
keV detectedNuSTAR source not associated with a low en-
ergy counterpart could harbor a CT AGN. Four sour®&sS RTF R
TAR J10004%0139.2, J0958200149.3, J0958340150.1 26 [ -
and J09593080250.1; ID 111, 135, 141, 245 in our catalog) 25 £\ ]
are not matched with@handra or XMM-Newton point source L \\ ID 5‘5‘7* -
within a 30" radius. Given the 99% reliability cut applied 24 < ]
to the sample, we expest2 spurious sources in the sample 23 —
out of 91 detected sources (summing the number of spuri- 22 | ]
ous sources expected in each band). The two spurious detec- & | .
tions could be found among the sources with a lower energy g 21 F 7]
counterpart or those without a counterpart. The probgbilit — 20 .
of spurious associations is determined by the number densit ™ 19 ]
of sources above the 2-10 keV flux limit used for the match- s -
ing, which is 600 detf . Using this density, for each source 18 - =
we calculate the probability of finding @handra or XMM- 17 ~~_
Newton source by chance at a distance less than the observed 16 N
separations betwe®uSTAR sources and their primaghan- - .
dra or XMM-Newton counterparts (see Figure]10). Over the 15 - N
full population, we expect a total of between 1 and 2 of the 14 T S S L T
associations to be due to random chance. 10-1 10-12 10-12
SourceNuSTAR J100047%0139.2 (ID 111) is coincident 8-24 keV Flux (erg cm=* s7!)

with an extendedChandra and XMM-Newton source cen-

tered at RA=10:00:45.55 and Degt+01:39:26.1 with redshift Fic. 15.— X-ray flux (soft-top, hard-bottom) versus ttieband

z= 0.220 and X-ray flux fs_okev=1.6x10"13 ergcnr? st magnitude. The yellow shaded region represents the cléssic

(Finoguenov et al. 2007, George et al. 2011, Kettula et cus of AGNs along the correlatiod/O = 0+ 1. The long-dashed

al. 2013). lIts strong detection in the 3-8 keV band (and curves represent the locus occupied in the 2-10 keV bandébZth

no detection in the 8-24 keV band) with a flux of 4Ry 14 COSMOS sources. The star symbols represent source 1D 330 and

ergcnt? st (in agreement with the flux in the same band 'P 557

measured in thEMM-Newton spectrum within the error bars)

suggests that thduSTAR emission also arises from a soft ex- IRAC (3.6 um) 30"x30” cutouts around th&luSTAR posi-

tended source, likely a galaxy cluster. Spectral analygli® tions for the three unmatched sources, excluding the egténd

source, including botihandra and XMM-Newton data, will one. Given their relatively bright X-ray fluxes (see red arso

be presented in Wik et al. (in prep.). in Figure[Ih), their optical infrared counterparts couldang
NUSTAR J09582@0149.3 (ID 135) is significantly detected of the objects labelled in Figufe16. By matching theS

in the 3-8 keV band and just below the DBML thresh- TAR position of sources ID 135, 141, 245 with the COSMOS

old in the 3-24 keV band. Sourd@éuSTAR J09583%0150.1 photometric catalog (llbert et al. 2009), we find that within

(ID 141) is significantly detected in the 3-24 keV band and 30" there are about 200 detected sources, of which ab@dit

just below the threshold in the other two bands. The last have ari-band magnitude that is in the same rangt6-25 as

source,NuSTAR J095936-0250.1 (ID 245), is significantly  the 87 sources matched tdChandra or XMM-Newton coun-

detected in the 3-24 keV band and just below the threshold interpart (see Figufe 15).

the 8-24 keV band. There are two extended optical sources, neither with a spec-
Figure[16 presents thelubble ACS F814W andSpitzer troscopic redshift, and a bright star, a few arcseconds away
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from the NUSTAR position of source ID 141. A source with
a spectroscopic redshift @=0.836, identified as a galaxy is
detected 15 from source ID 141 position. For source ID 245,
two bright spectroscopically identified sources are detbat
separations of 1and 1%, respectively, one a&=1.277 and
the other atz=0.358. Both of these are classified as galax-
ies. The one ar=1.277 is also identified as an AGN using
the infrared selection criterion of Donley et al. (2012).eTh
catalog of IR selected AGN of Donley et al. (2012) includes
~1500 sources, detected witfN\&-3 in all four Spitzer-IRAC
channels over 2 dégChandra stacking analysis of the indi-
vidually non-detected AGN candidates leads to a hard X-ray
signal indicative of heavily obscured to mildly CT obscura-
tion. The number of expected IR selected AGN in a circle of
11” radius is 0.02. Therefore the proximity of the IR AGN
to source ID 245 together with its redshift make it the likely
counterpart of théNuSTAR source. The measured 4 lu-
minosity of the IR AGN ¢10% erg’s), and the 2-10 keV lu-
minosity as derived from th&luSTAR flux (~6x10* erg's)
follows the relation between the observed infrared andhintr
sic X-ray luminosities of AGN (e.g. Gandhi et al. 2009; Fiore
et al. 2009). The&Chandra upper limit on the 2-10 keV lumi-
nosity is instead significantly fainter than the intrinsalue
estimated fronNUSTAR (<2x10* erg’s), implying very high
obscuration.

For source ID 135, only one spectroscopically identified
galaxy atz=0.127 is detected9” away theNuSTAR posi-
tion therefore a possible counterpart given the separdion
tribution as shown in Figufe 10, and its optical magnitude of
ia=22.5, which places it within the AGN locus in Figure 15,
top panel.

Civano et al.
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As a general conclusion, assuming these three unmatchegFic- 16— Postage-stamp images of the’3@0” sky aroundNusS-

sources are all narrow lines AGN with a mean redshift o
z=0.6, their X-ray luminosities in the 10-40 keV band would
be 13 erg s or higher. Due to their relatively bright X-ray
fluxes, and the significantly deeper flux limits in the 2-10 keV
band of theChandra COSMOS Legacy survey~@x107%°
erg cnt? s71), X-ray variability could explain their lack of
low energy counterparts.

X-ray flux variability on timescales from hours to years by

f TAR sources ID 135, 141 and 245 (from top to bottom). For each

source the HST ACS F814W aigditzer IRAC (3.6 um) images are
presented. Red circles NUSTAR position; green circles optical
catalog sources; black squaresources with spectroscopic identifi-
cation.

fore, here we present spectral analysis and propertieslypf on
source ID 330.

factors 10-100 is uncommon, although such events have been Source ID 330 (XMMID 5371 and alsGhandra Legacy

detected in the past (e.g., Ulrich et al. 1997, Uttley et@02
McHardy 2013, Lanzuisi et al. 2014). Source ID 141 and
245 are only detected in the fuNuSTAR band, so a direct
comparison with the COSMOS 2-10 keV flux limit cannot be
made. Source ID 135 is only detected in the 3-8 keV band
with a flux a factor 10 brighter than théhandra limit. This
could be explained by variability.

6. REVEALING HIGHLY OBSCURED SOURCES: THE
CASE OF SOURCE ID 330

ID 1791), with HR=0.68"03] at z=0.044 (Falco et al. 1999),
was observed in two ffierent fields (MOS113 and MOS115)
for a total net exposure time of 53 ks for each module.

We extracted the counts in FPMA and FPMB from circu-
lar regions centered on tiMuSTAR source position obtained
from the detection in the FPM#AB mosaic. The radius of the
extraction region was appropriately chosen to jointly maxi
mize the total (i.e. from all the observations pertaining to
the source) signal-to-noise ratio (SNR) and the number of
net counts inside the aperture. For the SNR calculation and
the net counts we used background counts from the back-

While spectral analysis is the best tool to measure intrinsi ground maps extracted inside the same source extraction re-
source properties (spectral index, column density, lusino gion. The net collected counts for FPMA and FPMB are re-
ity), using the hardness ratio it is possible to obtain a loug spectively 124 and 108 in a 35adius aperture in the 3-24
measurement of obscuration, although a simply hardness rakeV band. The spectral products were extracted using the
tio selection does not return a complete sample of obscuredNuSTARDAS tasknuproduct, which also creates the corre-
sources. From the analysis of the hardness ratio of tiNu&7 sponding response matrix and ancillary files. Simulatet-hig
TAR sources shown in Figufe113, two sources exhibit an ex- statistic background spectra were created usingtisiybgd
treme hardness ratio of HR.5, including error-bars. Source routine. The spectral products (spectra, response ma#iuk
ID 557 is detected only in the 8-24 keV band with 50 net ancillary files) were summed to obtain a single set of files for
counts. The low number of counts and the proximity to a FPMA and FPMB. Each spectrum has been grouped at a min-
bright NUSTAR source 68 away does not allow us to perform  imum of 1 net count (i.e. background subtracted) per bin.
an accurate spectral extraction and reliable modelingréFhe We performed joint modeling of thMUSTAR spectra with
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the XMM-Newton - pn and MOS1-2 440 ks and~166 ks, values for the primary power-law photon index component
for 83 and 112 net counts respectively) atthndra-ACIS-I which could not be constrained given the limited range of tab
(148 ks, for 185 net counts; Marchesi et al. in prep.) spectraulated values in the models. Therefore we tied the photon in-
in the broad energy band 0.5-24 keV. The spectral modelingdices of the scattered and primary components. In the case of
was performed in XSPEC version 12.8.2, using Cash statistic MY Torus we obtainNy = 10?4 cm~2 (along the line of sight)
implemented with direct background subtraction, with acspe  andI'= 1.6. The equivalent width of the Feaine is 316 eV.
tral binning of 5 net-counts (i.e. background-subtract&tip For the BNTORUS model, we obtaly = 1.2 x 107 cm2
results of the spectral analysis reported in the followingg a andI'= 2.0. In this model, we also estimate the torus opening
listed in Tabld™# (& errors on parameters are reported in the angle to be 77 deg. Both models require column densities of
table for simplicity; upper limits are 90% confidence level)  the order of 1&* cm™2, and give results consistent within their
First, we fit the spectrum using a simple absorbed power-1o errors, with MYTorus estimating slightly lower values for
law model (wabgpow). To account for possible variation of both parameters as shown from the confidence contours re-
the source flux among observations taken #tedént times  ported in Fig[IFV, middle panel. The intrinsic 2-10 and 10-
we added to this model a multiplicative constant which, atth 40 keV luminosities of ID 330 are 2.8-5¢20* erg s* and
end of the fitting procedure, we left free to vary to adjust the ~5x10* erg s, consistent between both mod@8IsOverall,
level of normalization of the spectra from each detectoe Th the quality of the fit is equally good (Cstdof~1) between
spectral slope is very flat with= 1.1 but an upper limit on  the baseline, MYTorus and BNTORUS and all of these mod-
the obscuration is obtained and strong residuals are grasen els return a consistent value of the spectral parameters.

both low and high energy, as indicated from the relativegjhhi In the optical, this source is a barred, isolated, spiraxal
Cstatdof found (176.498), and at the position of the FeaK  with an inner ring (Figuré17, bottom panel) and a substan-
emission line. tial bulge as classified by Hernandez-Toledo et al. (2010).

We therefore added to the absorbed power-law modelContrary to what was found for the obscured ECDFS source
a reflection componentpéxrav in XSPEC, Magdziarz &  J033202- 274650 (see also Civano et al. 2005), ¥y© of
Zdziarski 1995) and a Gaussian line to best fit the kelike ID 330 is very low, as already discussed in Secfioh 15, us-
at the redshift of the source. To this model, which we refer ing both 3-8 keVNUSTAR andor 2-10 keV Chandra fluxes
to as “baseline”, we also added a low-energy power-law com- (star symbol in Figurg15). Overall, having a [&O, source
ponent to parametrize residual flux at lower energies result ID 330 could then be classified as an XBONG at least us-
ing from any scattered component. The spectrum of ID 330, ing fluxes below 10 keV, while using higher energies fluxes
shown in Fig[ Il (top) along with the best-fit model and resid- could have been recognized as an AGN, being at the edge
uals, shows heavy absorption, a prominent ke like and of the AGN locus in the 8-24 keV band (star symbol in Fig-
a significant scattered component at energidskeV. The ure[I%, bottom panel). Moreover, t@andra hardness ratio
Cstatdof obtained with the baseline model is significantly (HR=0.24:0.15, Marchesi et al. in prep.) does not suggest
better than the one reported for the first model (B19%ersus  strong obscuration.

176.498), indicating a better fit. The X-ray spectral analysis performed w@¢thandraandor
According to the baseline model, this source would be clas- XMM-Newton data fitted separately (see Mainieri et al. 2007,
sified as CT withNy = 1.6 x 10?4 cm? andI’ = 2.1. The Lanuzuisi et al. 2013) or together with an absorbed power

scattered power-law has a slope consistent with the primarylaw model shows a flat spectral slope wite1.54+*%14 and

. . . . R -0.12
component, and a normalization whichisd% of the primary  relatively low column density oNy < 5.4 x 102° cmi2, in

emission. This suggests that the scattered componenttsdue agreement with the hardness ratio. The intrinsic 2-10 keV
a leaky absorber. The iron line strength®NVeex, ~249 eV, Juminosity derived from th&€handra andXMM-Newton data
evenif not as extreme as expected for a leaky absorber, is confit alone is~1.4x10* erg s, 30 times lower than the intrinsic
sistent with the findings for CT sources in the local universe gne measured with joint fitting performed usiNgSTAR as
(Guainazzi, Matt & Perola, 2005; Fukazawa et al. 2011). We well.

therefore tied both slopes. This leaves column density and As an independent check of the NuSTAR-derived X-ray
spectral slope unchanged butimproved the constraintsthn bo power, we can predict the intrinsic (absorption-correfted
parameters (see Talile 4). TNeSTAR flux in the 3-8 keV  minosity of the source based upon known correlations be-

band of 24 x 107** erg cm1® s”tis consistent with th€han-  tween the observed mid-infrared and intrinsic X-ray lunsino
draflux, and lower but within a factor 1.4 of théMM-Newton ties of AGN (e.g. Gandhi et al. 2009; Fiore et al. 2009).
flux. For this comparison, the observed mid-infrared power is de-

The high value of the column density (at CT levels) esti- rived from results of th&VSE mission (Wright et al. 2010).
mated for this source requires a more careful analysis,f@d t \we use the publicly-available profile-fitting magnitudestia
estimation of the true column density of absorbing matéyal  AllWISE database to obtaibig,m = 2.3+0.2x 10% erg s

properly accounting for Compton scattering and geometry of (assuming standard WISE zeropoints; Jarrett et al. 2011).
the absorbing medium. Therefore we tried two Monte Carlo ConvertingLz,m to an intrinsic X-ray powerl(z 1okev) US-

models which self-consistently deal with absorption arad-sc  ing the results by Gandhi et al. yieldls_1oxev = 9.0+1.4 %

tering in a CT medium with toroidal geometry. The first 102 ergs (the quoted 68% confidence includes observed and
model is MYTorus (Murphy & Yaqoob 2009) and the sec- systematic errors on the WISE flux, as well as the correlation
ond is the torus model from Brightman & Nandra (2011; BN-  scatter), which is nearly two orders of magnitude highentha

TORUS in Tablé#), which approximates the torus as a spherghe 2-10 keV luminosity measured I§handra and XMM-
with a biconical opening. For both models, we used a torus

configuration W'th inclination of 85 d(_:"g (i.e. . almost edge- 20 The 2-10 keV luminosity computed using MYTorus is lower titha
on), 60 deg opening angle and assuming a primary power-lawone using BNTORUS because in MYTorus it is not possible tdfpaitolumn
component with an additional power-law to model the low density to zero, and the minimum is?@m-2 which still affect the 2-10 keV
energy excess. For both models we obtained highly uncertairuminosity range.



16 Civano et al.

Newton only, but in agreement with the one derived perform-
ing the joint fitting. Given that for a typical AGN power-law
photon index off’=1.9, Lio_4okev ® L2_10kevs the Lio-g0kev,
predicted from the above relations, lies only a factorad?
above our measurement based upon spectral analysis of the
X-ray data, which is a reasonable match given the many po-
tential sources of uncertainty associated with correstion
large column densities. It should also be noted that the nomi
nal WISE PSF is- 6 arcsec (corresponding to a physical size
of ~ 5 kpc at the source redshift) and the observed WISE mag- |
nitude is likely to contain some contaminating emissiomfro I
the host galaxy in addition to the AGN. The observed infrared 2k de“ 4 H 1 _m ml J[
(and hence, predicted X-ray powers) associated with the AGN e A e L, : £
alone will then be pushed down, and should agree even better 1 2 5 10 20
with the directly measured intrinsic AGN luminosity

In conclusion, source ID 330 would not have been classified
as a CT AGN by any means usi@pandra or XMM-Newton
data alone or combining X-ray information with optical data
since its spectral energy distribution is solely domindtgd
starlight. On the other hand, an X-ray to infrared correlati
would have highlighted a possible discrepancy between the
measured and predicted X-ray luminosity usiigandra or
XMM-Newton data only, however star-formation or the pres-
ence of an under-luminous AGN could have been used to ex-
plain it. SensitiveNuSTAR data at>10 keV were vital for the
classification of this source as a CT AGN.

7. SUMMARY AND CONCLUSION

We have presented the 1.7 d@¢uSTAR COSMOS survey,
the middle tier of theNUSTAR extragalactic “wedding cake”.
We employed~3 Ms of exposure time and 121 overlapping
observations to obtain relatively uniform coverage, with a
average, vignetting corrected exposure time §0-120 ksec
when summing FPMA and FPMB observations into a single b 330
mosaic (FPMA:B). J

We tailored a multistep analysis procedure to optimally an- =
alyze the data in three bands, 3-24 keV, 3-8 keV and 8-24
keV, separately. First, extensive simulations were perémt
to test the detection and photometry strategy, to maximize
completeness and reliability of detections, and to esthbli
survey sensitivity. In particular, we us&xtractor to detect
sources on probability maps, computed using data mosaics
and background maps. Aperture photometry was performed
to assess source significance. Deblending was applied to sep -
arate the contribution of multiple detections within’90Js- 10"
ing the simulations, we estimated a positional uncertafity
~7”, which is energy independent, according to our findings.
We determined probability thresholds of DBML = 15.27, .
14.99 and 16.17 in the 3-24, 3-8 and 8-24 keV bands, re- Fic. 17.— Source ID 330.Top: X-ray spectra, best-fit model and

i ; o . residuals for source 330. The model used is the baseline Imode
spectlvely, corresp??dlng to 92904’1 (e||ab|I|ty. The flux Imi (a simple absorbed power-law plusxrav component and Fe K
reached is 5.% 10* erg cnm“ s™* in the 3-24 keV band, line). Black, red, green, blue and cyan spectra refer toe@sp

2.9 10°* ergcnr? s in the 3-8 keV band and 64 jvely Chandra, XMM-Newton PN and MOS1-2NuSTAR FPMA
10" erg cnt® s7* in the 8-24 keV band at 20% complete- and FPMB.Middle: Confidence contours for column density and
ness. Second, the detection and photometry methods tested qhoton index for MYTorus (red) and Brigthman & Nandra torus
simulations were applied to real data. At the chosen DHET model (black). Solid, dashed and dotted contours refer t89%68
thresholds, we detected 81, 61 and 32 sources in each ban®0% and 99% confidence levéottom: HST/ACS F814W image of
for a total of 91 detections. The number of spurious sourcesthe optical counterpart of source ID 330. THeSTAR andChandra
in the full catalog is expected to be?. positions are shown.

Thanks to the full coverage of tiduSTAR survey at lower
energy byChandra and XMM-Newton we can associate a
point-like, lower energy counterpart (including all the lbru
wavelength information available) to 87 sources. One sourc
is matched to &handra and XMM-Newton extended source,
whose X-ray emission is consistent with thermal emission
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TABLE 4
SPECTRAL ANALYSIS RESULTS FOR SOURCE 1D 330
abs-pow baseline MYTorus BNTORUS

r 1.1+0.1 2.1#0.2  1.6:0.12  2.0:0.2

Ny (1024 cm2) <2x10%  1.6:£0.2 1.6:0.1 1.253
Cstatdof 176.498 91.399  106.0101  92.9101
Teattered i 2.10.2  1.6£0.12  2.0:0.2
EWreke (V) L. 23780 316£10 ..........
Inclination Anglé{deg) ... 60 85 85
Opening Angle (deg) ... Lol >70° 775e
F3_gkevnusTar (erg cnm2 s71) 8.3x10°14d 23x10°1 3.3x10°M% 3.4x10°M
F3_gkev.Chandra ( €rg cnT2 s71) 1.3x101%  2.6x1014 231014  2.4x101
F3_gkevxMM-Newton (€rg cnT2s71)  1.9x10°% 3.3x10°% 3.0x10 32«10
L10-40kevNusTAR (€rg 1) 1.8x10%2  3.4x10%  4.7x10%  4.9x10%
Lo_10kevNusTAR (€19 S1) 5.8<10*1  4.4x10%2  2.8x10*2  5.9x10%*2

a8 Gamma of the primary and scattered components are tied.
b o

Fixed.
¢ Measure obtained by additionally freeing the opening apglameter during the fit.
dThe higherNuSTAR flux is obtained by allowing a relative normalization comstéactor to
reach a value of 6.6. Not allowing this degree of freedom énrttodel result in severe positive
residuals especially in th8uSTAR band.

from hot extended gas in a galaxy cluster. Three sources resurvey, the data are particularly valuable for probing the v
main unidentified at lower energies. Two are not detected inriety of sources contributing to the cosmic XRB at energies
the 8-24 keV band, and only one (ID 245) is detected (but be-above>8 keV with fainter luminosities and higher redshifts
low threshold) in this band. Although variability and obsmu  than previous surveys. This survey complements that per-
tion may explain the nature of these sources, their number isformed in the ECDFS, which provides a sample at a deeper
consistent with the expected number of spurious detections flux limit, fundamental to constrain the number counts (Har-

The detected sources span four decades in luminosity andison et al. in prep.) and the resolved fraction of the XRB
cover a redshift range a@=0.04-2.5, extending to both faint (Hickox et al. in prep.) aNuSTAR energies.
luminosities and higher redshifts with respect to previous The analysis performed in this paper is limited to the 24
samples at energies 10 keV. The sample consists of half keV energy, but we foresee extending the work to higher en-
unobscured AGN, classified either from optical spectrogcop ergy (30 keV), performing both source detection to reveal
or SED fitting, and half obscured AGN. In the X-rays, we bright sources with high energy spectra, and also stacking
used the hardness ratio to obtain an estimate on the observeanalysis ofChandra and XMM-Newton sources. The sample
fraction of candidate CTNy > 10?* cm™?) AGN of ~13% presented here will be used together with the sources eetect
(with an upper value of 20%) over the whole redshift and lu- in the 4 tiers of the&NuSTAR wedding cake (about 200 sources
minosity range covered by this survey, consistent with pre- total) for the computation of the number counts, the X-ray lu
vious works in the hard X-rays (e.g. Krivonos et al. 2007, minosity function and the resolved fraction of the X-raykac
Tueller et al. 2008, Ajello et al. 2008, Burlon et al. 2011, ground at energies above 8 keV in Harrison et al. (in prep.)
Ajello et al. 2012, Fiore et al. 2012, Vasudevan et al. 2013). and Aird et al. (in prep.). In addition, Zappacosta et al. and
A more detailed analysis on the observed and intrinsic frac- Del Moro et al. (in prep.) will present the the joiNUSTAR,
tion of CT AGN and obscured sources in the COSMOS sam- XMM-Newton andChandra spectral analysis deriving the X-
ple, including correction for absorption bias, will be prated ray spectral properties (spectral slope and column dgruity
by Zappacosta et al. (in prep.), while comparison with model both COSMOS and ECDFS bright and faint sources.
predictions will be presented in Aird et al. (in prep.).

According to their hardness ratio, two sources (ID 330 and 8. ACKNOWLEDGEMENT
ID ?257) are classified as extremely obscured with> 10** We thank the anonymous referee for the interesting com-
cm~. While source ID 557 does not have enough counts for ants and A. Goulding and M. Rose for useful discus-
a reliable spectral analysis, source ID 330, a low X-ray lu- gjons. This work made use of data from tNeSTAR mis-
minosity spiral galaxy az=0.044, is classified as heavily ob-  gjon " 4 project led by the California Institute of Technol-
scured and consistent with being a CT AGN. WIthNuSTAR o4y “managed by the Jet Propulsion Laboratory, and funded
data, the source would not have been classified as such. — py"the National Aeronautics and Space Administration. We

For the first time, we present the the X-ray to optical flux nank the NUSTAR Operations, Software and Calibration
ratio locus, originally defined in the soft band, in the 8-24 teams for support with the execution and analysis of these
keV band usingNUSTAR fluxes. About 10% of the sources  opservations.  This research has made use of NbS-
occupy a region above the locus defined wililandra data  TAR pata Analysis Software (NUSTARDAS) jointly devel-
in the 2-10 keV band, suggesting these are obscured AGN apneq by the ASI Science Data Center (ASDC, ltaly) and
high redshift with faint optical counterparts. Being atwer ihe California Institute of Technology (USA). We acknowl-
low redshift, source ID 330 has the lowest X-ray to optical edge support from the NASA grants 11-ADAP11-0218 and
flux ratio, and can be associated to the class of sources nameg53-14150C (FC); from the Science and Technology Fa-
XB(t)l\(les, whose obscured nature has been previously suggijities Council ST710015731 (ADM, DMA): NSF award
gested. . ?

Given the sensitivity and volume of the COSM®ISSTAR QSITD t;?gr?to SL&?L%?CQ%%SEQ ?r:gn\t/ﬁﬂ4,§lvﬁ?:n21;ﬁ0‘£rl]\lcﬁst
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ment (WNB, BL); CONICYT-Chile grants Basal-CATA PFB-
06/2007 (FEB), FONDECYT 1141218 (FEB), and "EM-
BIGGEN" Anillo ACT1101 (FEB, ET); the Ministry of Econ-

tiative through grant 1C120009, awarded to The Millennium
Institute of Astrophysics, MAS (FEB); the Center of Excel-
lence in Astrophysics and Associated Technologies (PFB 06)

omy, Development, and Tourism’s Millennium Science Ini- and by the FONDECYT regular grant 1120061 (ET); finan-

cial support under AZINAF contract J037/12/0 (LZ).
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APPENDIX
CATALOG DESCRIPTION

The electronic version of the catalog will contain the pmtigs as listed in Table 5. All positions are Right Ascensioml
Declination in the J2000 coordinate system. The positierralr is of 7/, as obtained from the simulation analysis and explained

in Sectiorl 4.

- Column 1: NuSTAR source name, following the standard IAU convention withhefix “NuSTAR”.

- Column 2: Source number. Sources are listed in order of detectiontliose detected in the 3-24 keV band, followed by
those detected in the 3-8 keV band only and then by thosetddtacthe 8-24 keV band only.

- Column 3-4: The X-ray coordinates of the source.

- Column 5: The 3-24 keV band deblended DBVL.

- Column 6: The 3-24 keV band exposure time at the position of the source.
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- Column 7: The 3-24 keV band total counts in a’2fadius aperture.

- Column 8: The 3-24 keV band deblended background counts in“ar@@ius aperture.

- Column 9: The 3-24 keV band not deblended background counts ir’aadius aperture.

- Column 10:
- Column 11:

- Column 12:
aperture.

The 3-24 keV band net counts (deblended if detectedrauf@er limit) in a 20 radius aperture.
The 3-24 keV band count error computed using Gehrels statist
The 3-24 keV band count rate (90% confidence upper limit ifatigg for undetected sources) in a’2@dius

- Column 13: The 3-24 keV band aperture corrected flux (90% confidencerdippie if negative for undetected sources).

- Column 14:
- Column 15:
- Column 16:
- Column 17:
- Column 18:
- Column 19:
- Column 20:
- Column 21:

- Column 22:
aperture.

The 3-24 keV band flux error (-99 for upper limits).

The 3-8 keV band deblended DEMIL.

The 3-8 keV band exposure time at the position of the source.

The 3-8 keV band total counts in a’2@adius aperture.

The 3-8 keV band deblended background counts in“ara@ius aperture.

The 3-8 keV band not deblended background counts in’a&@ius aperture.

The 3-8 keV band net aperture counts (deblended if detectdd apper limit) in a 20 radius aperture.
The 3-8 keV band count error computed using Gehrels statisti

The 3-8 keV band count rate (90% confidence upper limit if tiegdor undetected sources) in a2fadius

- Column 23: The 3-8 keV band aperture corrected flux (90% confidence Uppiéif negative for undetected sources).

- Column 24:
- Column 25:
- Column 26:
- Column 27:
- Column 28:
- Column 29:
- Column 30:
- Column 31:

- Column 32:
aperture.

The 3-8 keV band flux error (-99 for upper limits).

The 8-24 keV band deblended DBML.

The 8-24 keV band exposure time at the position of the source.

The 8-24 keV band total counts in a’2fadius aperture.

The 8-24 keV band deblended background counts in‘ar&8ius aperture.

The 8-24 keV band not deblended aperture background cauat@ radius aperture.

The 8-24 keV band net aperture counts (deblended if detectgd upper limit) in a 20 radius aperture.
The 8-24 keV band count error computed using Gehrels statist

The 8-24 keV band count rate (90% confidence upper limit ifatigg for undetected sources) in a’2@dius

- Column 33: The 8-24 keV band aperture corrected flux (90% confidencerdippit if negative for undetected sources).

- Column 34:
- Column 35:
- Column 36:
- Column 37:
- Column 38:
- Column 39:
- Column 40:
- Column 41:

The 8-24 keV band flux error (-99 for upper limits).

Hardness ratio computed using BEHR and counts in“ara@iius aperture.
HR Lower Bound.

HR Upper Bound.

Band ratio computed using BEHR and counts in & 2dius aperture.
Band ratio lower bound.

Band ratio upper bound.

C-COSMOS identification number (see Elvis et al. 2009).
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- Column 42:
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XMM-COSMOS identification number (see Brusa et al. 2010).

- Column 43-44: Chandra or XMM-Newton X-ray coordinates of the associated source.

- Column 45:
- Column 46:
- Column 47:
- Column 48:
- Column 49:

- Column 50:
details).

- Column 51:
- Column 52:
- Column 53:
- Column 54:
- Column 55:
- Column 56:
- Column 57:

0.5-2 keV flux from C-COSMOS and if not frotdMM-COSMOS.

2-10 keV flux from C-COSMOS and if not frodMM-COSMOS.

Spectroscopic redshift of the C-COSMOSXMM-COSMOS counterpart.
Spectroscopic source type classificatios froad line AGN, 2= narrow emission line)
Photometric redshift of the C-COSMOS XMM-COSMOS counterpart.

Photometric source type classification=(dnobscured AGN, Z obscured AGN; see Civano et al. 2012 for

NUSTAR to Chandra or XMM-Newton position separation.
Luminosity Distance in Mpc using the spectroscopic redshif
Luminosity Distance in Mpc using the photometric redshift.
3-24 keV luminosity (upper limit if negative number).

3-8 keV luminosity (upper limit if negative number).

8-24 keV luminosity (upper limit if negative number).

Flag for sources with multiple low energy counterpartsfélse, Etrue).



