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We introduce a coarse-graining transformation for tensor networks that can be applied to study both the
partition function of a classical statistical system and the Euclidean path integral of a quantum many-body
system. The scheme is based upon the insertion of optimized unitary and isometric tensors (disentanglers
and isometries) into the tensor network and has, as its key feature, the ability to remove short-range
entanglement or correlations at each coarse-graining step. Removal of short-range entanglement results in
scale invariance being explicitly recovered at criticality. In this way we obtain a proper renormalization
group flow (in the space of tensors), one that in particular (i) is computationally sustainable, even for critical
systems, and (ii) has the correct structure of fixed points, both at criticality and away from it. We
demonstrate the proposed approach in the context of the 2D classical Ising model.
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Understanding emergent phenomena in many-body sys-
tems remains one of the major challenges of modern
physics. With sufficient knowledge of the microscopic
degrees of freedom and their interactions, we can write
the partition function of a classical system, namely, a
weighted sum of all of its microscopic configurations,
or the analogous Euclidean path integral of a quantum
many-body system, where the weighted sum is now over all
conceivable trajectories. These objects contain complete
information on the collective properties of the many-body
system. However, evaluating partition functions or
Euclidean path integrals is generically very hard.
Kadanoff’s spin-blocking procedure [1] opened the path
to nonperturbative approaches based on coarse graining a
lattice [2,3]. More recently, Levin and Nave proposed the
tensor renormalization group (TRG) [4], a versatile real-
space coarse-graining transformation for 2D classical
partition functions—or, equivalently, Euclidean path inte-
grals of 1D quantum systems.

The TRG is an extremely useful approach that has
revolutionized how we coarse-grain lattice models [4-9].
However, this method fails to remove part of the short-
range correlations in the partition function and, as a result,
the coarse-grained system still contains irrelevant micro-
scopic information. Conceptually, this is in conflict with the
very spirit of the renormalization group (RG) and results in
a RG flow with the wrong structure of noncritical fixed
points, as discussed in Ref. [7]. Computationally, the
accumulation of short-range correlations over successive
TRG coarse-graining transformation also has important
consequences: as pointed out by Levin and Nave, it implies
the breakdown of the TRG at criticality [4,10] (although
universal information, such as critical exponents, can still
be obtained from finite systems).

An analogous problem, faced earlier in the context of
ground state wave functions, was resolved with the
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introduction of entanglement renormalization techniques
[18,19]. In this Letter we will adapt those techniques to the
coarse graining of partition functions or Euclidean path
integrals, and we will demonstrate that the resulting scheme
generates a proper RG flow, with the correct structure of
critical and noncritical fixed points.

A distinctive feature of our proposal, which we call
tensor network renormalization (TNR), is that it removes
short-range correlations from the partition function at each
coarse-graining step. In this way, the effective tensor
network description at a given length scale is free from
irrelevant microscopic details belonging to shorter length
scales. The upshot is a computationally sustainable RG
flow in the space of tensors. At criticality, removal of short-
range correlations circumvents the TRG’s breakdown,
while scale invariance is explicitly realized in the form
of a critical fixed-point tensor [20]. This allows us to
effectively address infinitely large systems, avoiding finite-
size effects. Off criticality, we also obtain the correct
structure of noncritical RG fixed points. In this case, the
corresponding fixed-point tensors coincide with those
previously obtained by Gu and Wen’s tensor-entanglement-
filtering renormalization (TEFR) [7,21]. For simplicity, we
demonstrate TNR with the statistical partition function of
the 2D classical Ising model (equivalently, the Euclidean
path integral of the 1D quantum Ising model with trans-
verse magnetic field), although the key ideas apply to
general two-dimensional lattice models and extend to
higher dimensions.

Renormalization group flow in the space of tensors.—
Our starting point, also used in the TRG [4-9], is the
observation that the partition function Z of a 2D classical
system (for concreteness assumed to be translation invari-
ant on a periodic square lattice) can be rewritten as a 2D
tensor network made of N copies of some tensor A [see
Eq. (5) and Figs. 1(a) and 1(b) for an explicit example],
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Z= ZAijklAmnojAkrstAopqr“- = tTr(®)[cV:1 A) (1)
ijk...

Here, each index hosts a y-level local degree of freedom
(e.g., i=1,2,.... x), the tensor components A, are local
weights, and the tensor trace tTr denotes a sum over
configurations of all of the indices ijk....

Our goal is to produce an effective tensor A(!), roughly
accounting for four copies of the original tensor A = A,
such that Z can be approximately expressed as a coarser
tensor network made of just N/4 copies of A,
7~ tTr(®f:]:/ ‘1‘ A(]>). By iteration, a sequence of tensors

A0 5 A 5 4Q) 5 . (2)
will be produced such that, for any length scale s,

ZrtTr(@Y, AB)), N, =N/4 (3)
Thus, after 5 =log,(N) iterations (assuming N = 4% for
some integer 5§ > 0), the partition function Z becomes the
trace of a single tensor A®), Z~ Y, jA,(;z j» which we can
finally evaluate [24]. On the other hand, in the thermody-
namic limit N — oo, we can study the flow in the space of
tensors given by Eq. (2). The fixed-point tensors of this
flow will capture the universal properties of the phases and
phase transitions of the system.

Tensor network renormalization.—Our coarse-graining
transformation for the partition function Z in Eq. (1) is
based on locally inserting (exact or approximate) resolu-
tions of the identity into the tensor network. The goal is to
reorganize the local degrees of freedom, so as to be able to
identify and remove those that are only correlated at short
distances.

Let us regard each index of the network as hosting a
y-dimensional complex vector space V = C*. We consider
two types of insertions; see Fig. 1(c). The first type is
implemented by a pair uu’ = I®? of unitary transforma-
tions u, or disentanglers, acting on two neighboring indices,
u:V®V -V Q®YV. The disentanglers u will be used to
remove short-range correlations [25]. Notice that inserting
a pair of disentanglers uu’ does not change the partition
function Z represented by the tensor network.

The second type of insertion is implemented by a
projector vv' (or ww'), where the isometry v (or w)
combines two indices into a single one, v:V -V ®V,
with v'p = 1. Since vv' is not the identity but a
y-dimensional projector acting on the y*-dimensional space
V ® V, inserting it into the tensor network introduces a
truncation error into the representation of the partition
function Z. This error can be estimated by the norm ||d]| of
the difference operator 6 defined in Fig. 1(d). If, somehow,
only a small truncation error ||§]| is introduced, then the
resulting tensor network will still be a good approximation
to the partition function Z.
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FIG. 1 (color online). (a) As an example, we consider a square
lattice (slanted 45°) of classical spins, where 6, € {+1,—1} is an
Ising spin on site k. (b) Graphical representation of a part of the
tensor network, where each circle denotes a tensor A, for the
partition function Z of the classical spin model, see Eq. (1). Here,
tensor A;j; encodes the Boltzmann weights of the spins
{6/.0.04.0,} according to the Hamiltonian function H; see
Eq. (5). (c) Insertion of a pair of disentanglers uu’ between four
tensors, where tensors A are obtained from tensors A through a
gauge transformation on their horizontal indices [23], followed
by an insertion of four projectors of the form vof (or ww').
These projectors introduce a truncation error. (d) Tensor §, whose
norm ||§|| measures the truncation error introduced by the
isometries v and w. Disentanglers and isometries are chosen
S0 as to minimize ||5]|.

Figure 2 shows graphically the proposed TNR trans-
formation. In Fig. 2(a), disentanglers and isometries are
inserted between blocks of 2 x 2 tensors A®). In Fig. 2(b)
two types of auxiliary tensors, B®*) and C*), are produced
by contracting indices. In Fig. 2(c) tensors B and C are split
using a singular value decomposition, as is done in the
TRG [26]. Finally, in Fig. 2(d) the coarse-grained tensor
AL+ at scale s + 1 is obtained by further contraction of
indices. The disentanglers and isometries introduced in
Fig. 2(a) are chosen so as to minimize the truncation error
[|6]] in Fig. 1(d), using well-established, iterative optimi-
zation methods for unitary and isometric tensors [19],
which are further detailed in Ref. [27]. The overall
computational cost of computing tensor A®+1 from tensor
Al) scales as O(y7), although this cost can be reduced to
O(x®) through introducing controlled approximations [27].

To gain some insight into how TNR operates, let us
consider first an oversimplified scenario where the partition

180405-2



PRL 115, 180405 (2015)

PHYSICAL REVIEW LETTERS

week ending
30 OCTOBER 2015

A®

/
4
<)
B(®) (i)>
)

A(s+1)

AGHD
c<5)=H t
() wtwt] |(8) :

FIG. 2 (color online). (a)—(d) Steps of a TNR transformation to
produce tensor A6+ from tensor A®). In (a), the insertion of
disentanglers # and isometries v and w is made according to
Fig. 1(b). Insets (e)—(g) contain the definition of the auxiliary
tensors B(*) and C**) and the coarse-grained tensor A®+1),

function Z only contains short-range correlations (techni-
cally, this corresponds to a so-called corner double-line
(CDL) tensor; see Ref. [11], Sec. B). If we set the
disentanglers to be trivial, u = 1 ®2 then the coarse-graining
transformation reduces to the TRG and fails to remove the
short-range correlations. However, with a judicious choice of
disentanglers u, these correlations are removed and an
uncorrelated, trivial tensor A"V is produced [11,28].
Therefore, the role of disentanglers is to remove short-range
correlations. Their action will be particularly important at
criticality, where correlations are present at all length scales.

Example: Partition function of the 2D classical Ising
model—We consider the partition function

2= H({oh) == o0, (4
{o} (i.j)

on the square lattice, where o, € {+1, —1} is an Ising spin
on site k and 7 denotes the temperature. Recall that this
model has a global Z, symmetry: it is invariant under the
simultaneous flip 6, — —o;, of all of the spins. We obtained
an exact representation for the tensor A in Eq. (1) in terms
of four Boltzmann weights e%“i/T,
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FIG. 3 (color online). Benchmark results for the square lattice
Ising model on a lattice with 23° spins. (a) Relative error in the
free energy per site 0f at the critical temperature 7., comparing
the TRG and TNR over a range of bond dimensions y. The TRG
errors fit f o 92 (the inset displays them using log-log axes),
while TNR errors fit 5/ o exp(—0.305y). Extrapolation suggests
that the TRG would require bond dimension y =~ 750 to match the
accuracy of the y = 42 TNR result. (b) Spontaneous magneti-
zation M (T) obtained with TNR with y = 6 [30]. Even very close
to the critical temperature, 7 = 0.9994T ., the magnetization M ~
0.48 is reproduced to within 1% accuracy.

_ (oi0+0; ) /T
Aijkl _ e(a,zrj+o'jak+6,\5,+a,6,)/ , (5)

which corresponds to having one tensor A for every two
spins, and a tensor network with a 45° tilt with respect to the
spin lattice; see Figs. 1(a) and 1(b). We actually built our
starting tensor A(?), with bond dimension y = 4, by joining a
square block of four tensors A together. We then applied up
to 18 TNR transformations to a system made of N = 2!8 x
2'8 tensors A(®) or, equivalently, 2 x 4 x N Ising spins.
Figure 3(a) shows the relative error df in the free energy
per site f=1log(Z)/(8N), at the critical temperature
T,=2/In(1 + v/2) ~2.269, for both the TRG and TNR
as a function of the bond dimensions y [29]. The TRG error
decays polynomially, while the TNR error is reduced
exponentially, showing a qualitatively different behavior
and implying that significantly more accurate results can be
obtained with TNR. Figure 3(b) shows the spontaneous
magnetization M(T) as a function of temperature T
obtained with TNR for y = 6. Even close to T =T, we
see remarkable agreement with the exact solution.
However, the most significant feature of TNR is revealed
in Fig. 4, which shows, as a function of the scale s, the
spectrum of singular values of tensor A®) when regarded as
amatrix [A®)] (i) (k1) - Figure 4(a) considers the critical point,
T =T, and shows that under TNR, the spectrum of A®B)
quickly becomes independent of the scale s. This has two
major implications. On the one hand, it is a strong evidence
that A®) itself has converged to a fixed-point tensor A (up
to small corrections; see Ref. [11], Sec. A for details), thus
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FIG. 4 (color online). (a) Singular values A, of the matrix
[A<‘)](ij>(k,) obtained after s RG steps [31] using TNR (the filled
circles) or the TRG (the empty circles) for the 2D Ising model at
critical temperature T¢. (b) Singular values for 7 = 1.17T.
(c) Plot of the von Neumann entropy —>_,4,log(4,) of the
(normalized) singular values of tensors [A(S)](i 7)(ki) obtained with

the TRG (the empty circles) or TNR (the filled circles).

recovering the characteristic scale invariance expected at
criticality. On the other hand, it implies that the bond
dimension y required to maintain a fixed, small truncation
error ||8]| is essentially independent of scale, and thus so
also is the computational cost. That is, we have obtained a
computationally sustainable RG transformation. In sharp
contrast, the spectrum generated by the TRG develops a
growing number of large singular values as we increase the
scale s, indicating that the tensor is not scale invariant. The
bond dimension (and thus the computational cost at
constant truncation error) grows rapidly with scale. This
growth is caused by the accumulation of short-range
correlations at each iteration and pinpoints the breakdown
of the TRG at a critical point; see also Ref. [11], Sec. C.

Figure 4(b) considers a slightly larger temperature,
T = 1.1T.. Now, TNR generates a flow towards the trivial
fixed-point tensor A™", characterized by just one nonzero
singular value, which represents the infinite temperature,
disordered phase. As expected of a proper RG scheme, for
any T > T the flow is to the same trivial fixed-point tensor
A" _In contrast, for any T > T, the TRG generates flows
to a fixed-point tensor that depends on the initial temper-
ature 7. In other words, failure to remove some of the short-
range correlations implies that (RG irrelevant) microscopic
information has been retained during coarse graining,

contrary to the spirit of the RG flow. For T'< T, (not
shown), we obtain a similar picture as for 7 > T..
However, now each eigenvalue in the spectrum has
degeneracy 2, and TNR flows to a new fixed-point tensor
A% = A" @ A"V corresponding to the Z, symmetry
breaking, ordered phase—the Z, spin flip symmetry acts
on A% by exchanging its two copies of A"Y. Finally,
Fig. 4(c) uses the entropy of the spectrum as a function of
scale to visualize the RG flow towards one of the three
fixed-point tensors: the ordered A% for T < T, the critical
At for T = T, and the disordered A" for T > T,.

Outlook.—We have proposed TNR, a coarse-graining
transformation for tensor networks that produces a proper
RG flow in the space of tensors, and we have demonstrated
its performance for 2D classical partition functions—
including the explicit recovery of scale invariance at the
critical point. When applied to the Euclidean path integral
of the 1D quantum Ising model (after suitable discretization
in the imaginary time direction), it produced results similar
to the ones described above. The approach can also be used
to compute the norm (¥|¥) of a 2D quantum many-body
state encoded in a projected entangled pair state [32].

TNR borrows its key idea—the use of disentanglers—from
entanglement renormalization [18,19], the coarse-graining
scheme for many-body wave functions that led to the
multiscale entanglement renormalization ansatz (MERA)
[33]. The two approaches turn out to be deeply connected:
when applied to the Euclidean path integral of a Hamiltonian
H, TNR produces aMERA forthe ground and thermal states of
H [34].
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