Quantum Spin Dynamics with Pairwise-Tunable, Long-Range Interactions
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We present a platform for the simulation of quantum magnetism with full control of interactions between pairs of spins at arbitrary distances in one- and two-dimensional lattices. In our scheme, two internal atomic states represent a pseudo-spin for atoms trapped within a photonic crystal waveguide (PCW). With the atomic transition frequency aligned inside a band gap of the PCW, virtual photons mediate coherent spin-spin interactions between lattice sites. To obtain full control of interaction coefficients at arbitrary atom-atom separations, ground-state energy shifts are introduced as a function of distance across the PCW. In conjunction with auxiliary pump fields, spin-exchange versus atom-atom separation can be engineered with arbitrary magnitude and phase, and arranged to introduce non-trivial Berry phases in the spin lattice, thus opening new avenues for realizing novel topological spin models. We illustrate the broad applicability of our scheme by explicit construction for several well known spin models.

INTRODUCTION

Quantum simulation has become an important theme for research in contemporary physics [1]. A quantum simulator consists of quantum particles (e.g., neutral atoms) that interact by way of a variety of processes, such as atomic collisions. Such processes typically lead to short-range, nearest-neighbor interactions [2][6]. Alternative approaches for quantum simulation employ dipolar quantum gases, polar molecules, and Rydberg atoms [7–12], leading to interactions that typically scale as \(1/r^3\), where \(r\) is the inter-particle separation. For trapped ion quantum simulators [13][15], tunability in a power law scaling of \(r^{-\eta}\) with \(0 < \eta < 3\) can in principle be achieved. Beyond simple power law scaling, it is also possible to engineer arbitrary long-range interactions mediated by the collective phonon modes, which can be achieved by independent Raman-addressing on individual ions [16].

Using photons to mediate controllable long-range interactions between isolated quantum systems presents yet another novel approach for assembling quantum simulators [17]. Recent successful approaches include coupling ultracold atoms to a driven photonic mode in a conventional mirror cavity, thereby creating quantum many-body models (using atomic external degrees of freedom) with cavity-field mediated infinite-range interactions [18]. Finite-range and spatially disordered interactions can be realized by employing multi-mode cavities [19]. Recent demonstrations on coupling cold atoms to guided mode photons in photonic crystal waveguides [20][21] and cavities [22][23] present promising new avenues (using atomic internal degrees of freedom) due to unprecedented strong single atom-photon coupling rate and scalability. Related efforts also exist for coupling solid-state quantum emitters, such as quantum dots [24][25] and diamond nitrogen-vacancy centers [26][27], to photonic crystals. Scaling to a many-body quantum simulator based on solid-state systems, however, still remains elusive. Successful implementations can be found in the microwave domain, where superconducting qubits behave as artificial atoms strongly coupled to microwave photons propagating in a network formed by superconducting resonators and transmission lines [28][30].

Here we propose and analyze a physical platform for simulating long-range quantum magnetism in which full control is achieved for the spin-exchange coefficient between a pair of spins at arbitrary distances in one- (1D) and two-dimensional (2D) lattices. The enabling platform, as described in Refs. [31][33], is trapped atoms within photonic crystal waveguides (PCWs), with atom-atom interactions mediated by photons of the guided modes (GMs) in the PCWs. As illustrated in Fig. 1(a-b), single atoms are localized within unit cells of the PCWs in 1D and 2D periodic dielectric structures. At each site, two internal atomic states are treated as pseudo-spin states, with spin-1/2 considered here for definiteness [e.g., states \(|g\rangle\) and \(|s\rangle\) in Fig. 1(c)].

Our scheme utilizes strong, and coherent atom-photon interactions inside a photonic band gap [31][35], and long-range transport property of GM photons for the exploration of a large class of quantum magnetism. This is contrary to conventional hybrid schemes based on, e.g., arrays of high finesse cavities [36][39] in which the pseudo-spin acquires only the nearest (or at most the next-nearest) neighbor interactions due to strong exponential suppression of photonic wave packet beyond single cavities.

In its original form [31][35], the localization of pseudo-spin is effectively controlled by single-atom defect cavities [31]. The cavity mode function can be adjusted to extend over long distances within the PCWs, thereby permitting long-range spin exchange interactions. The interaction can also be tuned dynamically, via external addressing beams, to induce complex long-range spin transport, which we describe in the following [31][32].

To engineer tunable, long-range spin Hamiltonians, we use an atomic A scheme and two-photon Raman transitions, where an atom flips its spin state by scattering one photon from an external pump field into the GMs of a PCW. The
CONTROLLING SPIN-SPIN INTERACTION THROUGH MULTI-FREQUENCY DRIVING

In the following, we discuss how to achieve full control of interactions by multi-frequency pump fields. We assume (i) $N$ atoms trapped in either a 1D or 2D PCW as depicted in Fig. 1(a–b). For simplicity, we assume one atom per unit cell of the PCW, although this assumption can be relaxed after-guided-mode photon then propagates within the waveguide, inducing spin flip in an atom located at a distant site via the reverse two-photon Raman process. When we align the atomic resonant frequency inside the photonic band gap, as depicted in Fig. 1(d), only virtual photons can mediate this remote spin exchange and the GM dynamics are fully coherent, effectively creating a spin Hamiltonian with long-range interactions. As discussed in Refs. [31, 32], the overall strength and length scale of the spin-exchange coefficients can be tuned by an external pump field, albeit within the constraints set by a functional form that depends on the dimensionality and the photonic band structure.

To fully control spin-exchange coefficients at arbitrary separations, here we adopt a Raman-addressing scheme similarly discussed for cold atoms in optical lattices [40–42]. We introduce atomic ground-state energy shifts as a function of distance across the PCW. Due to conservation of energy, these shifts suppress reverse two-photon Raman processes in the external pump field, albeit within the constraints set by a functional form that depends on the dimensionality and the photonic band structure.

We substantiate the broad applicability of our methods by explicit elaboration of the set of pump fields required to realize well-known spin Hamiltonians. For one-dimensional spin chains, we consider the implementation of the Haldane–Shastry model [43, 44]. For two-dimensional spin lattices, we elaborate the configurations for realizing topological flatbands [45, 46] in Haldane’s spin model [43], as well as a “checkerboard” chiral-flux lattice [45, 46]. We also consider a 2D XXZ spin Hamiltonian with $J(r_{mn}) \propto 1/r_{mn}^\eta$ and $\eta = 1, 2, 3$ [47]. In addition, we report numerical results on the $\eta$-dependence of its phase diagram.

We define the atomic transition frequency $\omega_{\alpha}$ relative to the GM polarization being coupled to the atomic dipole, with $\Delta = \omega_{\alpha} - \omega_g$ being the site index, $\omega_g$ the GM photon frequency, and $\Gamma^*$ the excited state decay rate to free space and leaky modes.

Figure 1. Photon-mediated atom-atom interactions in (a) 1D and (b) 2D PCWs. (c) Atomic level scheme: atomic dipole $|\alpha\rangle \leftrightarrow |\epsilon\rangle$ is coupled to an external pump, $|\epsilon\rangle \leftrightarrow |\epsilon\rangle$ coupled to a GM photon, and $\Gamma^*$ the excited state decay rate to free space and leaky modes. (d) Simplified band structure $\omega(k)$ near the band edge $k = k_e$ and $\omega(k_e) = \omega_g$. Atomic transition frequency $\omega_{\alpha} \sim \omega_g - \omega_e - \omega_\delta$ lies within the band gap.

where $\omega_e$ is the main driving frequency. The Raman field $\Omega(t)$ contains $m_p$ frequency components that are introduced to achieve full control of the final effective spin Hamiltonian. Full dependence of $\Omega(t)$ can be written as

$$\Omega(t) = \sum_{\alpha=0}^{m_p-1} \Omega_{\alpha} e^{i\omega_{\alpha}t},$$

where $\omega_{\alpha}$ are the detunings of the sidebands from the main frequency $\omega_e$ such that $\omega_\delta = 0$, and $\Omega_{\alpha}$’s are the complex amplitudes.

We can adiabatically eliminate the excited states $|\epsilon\rangle$ and the photonic GMs under the condition that (iv) $|\max\{|\Omega|, |\omega_{\alpha} - \omega_g|\} \ll |\Delta| = |\omega_e - \omega_\delta|$. This condition guarantees that, firstly, the excited state is only virtually populated, and that, secondly, the time-dependence induced by the sideband driving is approximately constant over the timescale $\Delta^{-1}$. As discussed in Refs. [31, 32], if $\omega_e - \omega_\delta$ lies in the photonic band gap, photon-mediated interactions by GMs are purely coherent. [48] Under the Born-Markov approximation, we then ar-
derive at an effective XY Hamiltonian (SI Appendix A),
\[ H_{XY}(t) = \sum_{m,n \neq m, \alpha, \beta=0}^{N} X_\alpha X_\beta \mathcal{F}_e^{(\omega_\alpha - \omega_\beta + \omega_n - \omega_m)} \sigma^\alpha_n \sigma^\beta_m \] (4)
where we have defined \( X_\alpha = \Omega_\alpha / (2\Delta) \); \( \omega_{n,m} = \omega_\alpha(r_n) \) is the site dependent ground state energy shift, and \( J(r_{m,n}) \) is the atom-GM photon coupling strength [31][32] that typically depends on atomic separation \( r_{m,n} \equiv r_m - r_n \).

We focus on “sideband engineering”, and treat \( \mathcal{F}(r_{m,n}) \) as approximately constant over atomic separations considered [49]. This is valid as long as \( |r_{m,n}| \) is much smaller than the decay length scale \( \xi \) of the coupling strength \( \mathcal{F}(r_{m,n}) \). Specifically, we require \( |r_{m,n}| \ll \xi_\ast \equiv \sqrt{A/\Delta} \), where \( A \) is the band curvature, \( \Delta = \max \{ \omega_\alpha - \omega_\beta, \omega_n - \omega_m \} \) is the maximal detuning of the band edge to the frequency of coupled virtual photons that mediate interactions [see Fig. 1(c)], and we have assumed that the variation of ground state energies \( \omega_{n,m} \) are small compared to \( \Delta \). Exact functional form of \( \mathcal{F}(r_{m,n}) \) can be found in Refs. [31][32] and in SI Appendix A.

The time dependence in Eq. (4) can be further engineered and simplified. We note that the interaction between two atoms \( n \) and \( m \) will be highly dependent on the resonant condition \( \omega_{n,m} = \omega_\alpha - \omega_\beta \), provided the ground state energy difference \( \omega_{n,m} = \omega_\alpha - \omega_\beta \) is much larger than the characteristic time scale of interactions \( |X_\alpha X_\beta| \). The intuitive picture is depicted in Fig. 2(a): the atom \( n \) scatters from sideband \( \alpha \) a photon with energy \( \omega_\alpha + \omega_n - \omega_m \) into the GMs. When this GM photon propagates to the atom \( m \), it will only be scattered into a sideband \( \beta \) that satisfies \( \omega_\beta = \omega_\alpha + \omega_n - \omega_m \), while the rest of the sidebands remain off-resonant. Figure 2(b) depicts a reversed process.

For concreteness, we discuss a 1D case where we assume \((v)\) a linear gradient in the ground state energy \( \omega_\alpha = n \delta \), with \( \delta \) being the energy difference between adjacent sites. The sidebands will be chosen accordingly such that \( \omega_\beta = \alpha \delta \), with \( \alpha \in \mathbb{Z} \).

Summing up, with all these assumptions (i-v), the resulting effective Hamiltonian Eq. (4) can finally be rewritten as follows:
\[ H_{XY}(t) = \sum_p H_{XY,p} e^{ip\delta t}, \] (5)
where \( H_{XY,p} \) is the contribution that oscillates with frequency \( p \delta \). Written explicitly,
\[ H_{XY,p} = \sum_{m,n \neq m, \alpha, \beta=0}^{N} X_\alpha X_\beta \mathcal{F}_e^{(\omega_\alpha - \omega_\beta, \omega_n - \omega_m)} \sigma^\alpha_n \sigma^\beta_m \] (6)

In an ideal situation, the gradient per site satisfies \( \delta \gg \Delta \) such that the contributions of \( H_{XY,p} \) vanish. Under these assumptions, we arrive at an effective time-independent Hamiltonian
\[ H_{XY}(t) \approx H_{XY,0} = \sum_{m,n \neq m} J_{m,n} \sigma^\alpha_n \sigma^\beta_m, \] (7)
where couplings \( J_{m,n} \) can be tuned by adjusting the amplitudes and phases of the sidebands \( X_\alpha \) as they are given by
\[ J_{m,n} = \sum_{\alpha, \beta=0}^{N-m-1} X_\alpha X_\beta \mathcal{F}_s \delta_{n-m, \beta-\alpha}. \] (8)

It can be shown that the set of equations defined by Eq. (8) has at least one solution for any arbitrary choice of \( J_{m,n} \), i.e., by choosing \( \delta_\ast \delta_{\alpha,\beta} \) and \( J_{m,n} \approx (X_\alpha X_\beta) \mathcal{F}_s \delta_{n-m, \beta-\alpha} \). More solutions can be found by directly solving the set of non-linear equations Eq. (8).

It is important to highlight that multi-frequency driving also enables the possibility to engineer geometrical phases and, therefore, topological spin models. If the pump field propagation is not perfectly transverse, that is \( |k_\perp \cdot r_{m,n}| \neq 0 \) (\( k_\perp \) being the wave vector of the Raman field), the effective Hamiltonian Eq. (7) acquires spatial-dependent, complex spin-exchange coefficients via the phase of \( X_\alpha X_\beta \) in Eq. (8); see later discussions.

Beyond an ideal setting, we now stress a few potential error sources. Firstly, for practical situations, the gradient per site \( \delta \) will be a limited resource, making Eq. (7) not an ideal approximation. Careful Floquet analysis on time-dependent Hamiltonian in Eqs. (5) and (7) is required, to be discussed later. Secondly, there is an additional Stark shift on state \( |s\rangle \) due to the Raman fields
\[ \delta \omega_\alpha(t) = - \sum_{\alpha=0}^{N-m-1} \frac{|\Omega_\alpha|^2}{4\Delta} - \sum_{\alpha>\beta} \mathcal{R} \left[ \frac{\Omega_\alpha \Omega^*_\beta}{2\Delta} e^{(\omega_\alpha - \omega_\beta)} \right], \] (9)
where \( \mathcal{R}[\cdot] \) indicates real part. We note that the time-independent contribution in Eq. (9) can be absorbed into the energy of \( \omega_\alpha \) without significant contribution to the dynamics, while the time-dependent terms may be averaged out over the atomic time scales that we are interested in. We will present strategies for optimizing the choice of \( \delta \), and minimizing detrimental effects due to undesired time-dependent terms in Eqs. (5) and (7) in later discussions.
Figure 3. Atomic “butterfly” level structure. Two pump fields $\Omega_x$ and $\Omega_y$, tuned to couple to the same GM photon, are introduced to control XX and YY interactions independently.

**Independent control of XX and YY interactions**

So far, we can fully engineer a $XY$ Hamiltonian with equal weight between $XX$ and $YY$ terms. We now show flexible control of $XX$ and $YY$ interactions with slight modifications in the atomic level scheme and the Raman-addressing scheme. In particular, we employ a butterfly-like level structure where there are two transitions, $|g\rangle \leftrightarrow |e\rangle$ and $|\bar{e}\rangle \leftrightarrow |\bar{g}\rangle$, coupled to the same GM, as depicted in Fig. 3. We will use two multi-frequency Raman pump fields, $\Omega_x(t)$ and $\Omega_y(t)$, to induce spin flips with equal amplitudes between $XX$ and $YY$ interactions independently.

For example, to control $XX$ or $YY$ interactions, we require that the two pump fields induce spin flips with equal amplitude, i.e., $\sigma_{gx} = \sigma_{gy}$. This is possible if we choose the two main frequencies of the pumps ($\omega_{x,g}$ and $\omega_{y,g}$) such that $\omega_{x,s} = \omega_{y,s} + 2\omega_0$, and match their amplitudes such that $|\Omega_{x,0}|/|\Omega_{y,0}| = |\omega_{x,s}|/|\omega_{y,s}|$, where $\omega_x = \omega_{x,s} - \omega_{x,g}$, $\omega_y = \omega_{y,s} - \omega_{y,g}$, and $|\Delta_s| \gg |\Omega_{x,0}|$.

Following the Procedure to adiabatically eliminate the excited states as well as the GMs, we arrive at the following Hamiltonian (SI Appendix A),

$$H_{XX,YY} = \sum_{m,n} \left[ J_{m,n} \left( \sigma^x_{gm} e^{i \phi_m} \sigma^x_{gn} + e^{-i \phi_m} \sigma^x_{gm} \right) + \text{h.c.} \right],$$

(10)

where $\phi_m$ is the relative phase between the pumps fields $\Omega_{x,g}$. Assuming the laser beams that generate the Raman fields are co-propagating or are both illuminating the atoms transversely, i.e., $k_L \cdot r_{m,n} = 0$, we can generate either $X$ or $Y$ components, ($\sigma^x_g \pm \sigma^y_g$), by setting the phase $\phi_g = 0$ or $\pi$; more exotic combinations are available with generic choices of $\phi_g$. Moreover, if the laser beams are not co-propagating, they create spatially dependent phases $\phi_g,m$. This can create site-dependent XX, YY or XY terms.

**Independent control of ZZ interactions**

An independently controlled ZZ Hamiltonian, in combination with arbitrary $XY$ terms, would allow us to engineer a large class of ZZ Hamiltonians, i.e.,

$$H_{ZZ} = H_{XY} + H_{ZZ} = \sum_{m,n} \left[ (J^X_{m,n} \sigma^x_m \sigma^x_n + \text{h.c.}) + J^Z_{m,n} \sigma^z_m \sigma^z_n \right].$$

(11)

In Refs. [31, 32], it was shown that ZZ interaction can be created by adding an extra pump field to the $|g\rangle \leftrightarrow |e\rangle$ transition in Fig. 1(c). However, as ZZ terms in this scheme [31, 32] do not involve flipping atomic states, it is not directly applicable to our mutli-frequency pump method. Nonetheless, since we can generate XX and YY interactions independently, a straightforward scheme to engineer $H_{ZZ}$ is to use single qubit rotations to rotate the spin coordinates $X \leftrightarrow Z$ or $Y \leftrightarrow Z$, followed by stroboscopic evolutions [50] to engineer the full spin Hamiltonian.

One way to engineer $H_{ZZ}$ from pure $XY$ terms is to notice that: $R_x(\pm \pi/2)(\sigma^x_g \sigma^x_m + \sigma^y_g \sigma^y_m)R_x(\pm \pi/2) = \sigma^x_g \sigma^x_m + \sigma^y_g \sigma^y_m$ and $R_y(\pm \pi/2)(\sigma^x_g \sigma^x_m + \sigma^y_g \sigma^y_m)R_y(\pm \pi/2) = \sigma^x_g \sigma^x_m + \sigma^y_g \sigma^y_m$, where we have used the following notation to characterize rotations along the $n$ axis, i.e., $R_n(\theta) = e^{i \sigma_n \theta/2}$. This is particularly useful when both $XY$ and ZZ interactions have the same coupling strengths (e.g., the Haldane-Shastry model). For engineering ZZ terms in a generic spin Hamiltonian, one can apply spin-rotations $R_n(\pi/2)$, such that $R_n(\pi/2) \sigma^x \leftrightarrow \sigma^z$, to transform arbitrary XX terms into desired ZZ interactions. Spin-rotation can be realized, e.g., with a collective microwave driving $H_{mw} = \sum \left( \Omega_{mw} \sigma^x_g + \text{h.c.} \right)$, in which a $\pi/2$-microwave pulse rotates the basis $|g\rangle_n, |s\rangle_n \rightarrow |g\rangle_n + |s\rangle_n)/\sqrt{2}, (-|g\rangle_n + |s\rangle_n)/\sqrt{2})$.

Thus, an $H_{ZZ}$ Hamiltonian can be simulated using the following stroboscopic evolution: $\{H_{XY}, H_{ZZ}, H_{XY}, H_{ZZ}, \ldots \}$ in $N_f$ step as schematically depicted in Fig. 4. The unitary evolution in each step $\delta t = t/N_f$ is given by

$$e^{-i[H_{XY} + H_{ZZ}]\delta t} \approx e^{-iH_{XY}\delta t} e^{-iH_{ZZ}\delta t} \left( 1 - \frac{i[H_{XY}, H_{ZZ}]\delta t^2}{2} \right),$$

(12)

where we see that the leading error is $O(\delta t^2)$. When repeating this step $N_f$ times, the leading error in the evolution can be
bounded by

$$E_2 \leq \frac{||H_{XY}, H_{ZZ}||^2}{2N_f}$$

(13)

for $N_f \gg 1$. It can be shown [51] that higher order error terms give smaller error bounds. Because of long-range interactions, the commutator $[H_{XY}, H_{ZZ}]$ contains up to $N(N - 1)(N - 2)$ terms that are different from 0 [52]. Thus the scaling of the error in the limit of $N \gg 1$ is approximately given by

$$E_2 \leq \frac{N(RJ_t)^2}{N_f},$$

(14)

where $J = \max[J_{m,n}]$ is the largest energy scale of the Hamiltonian we want to simulate, and $R$ is the approximate number of atoms coupled through the interaction. For example, if $J_{m,n}$ is a nearest neighbor interaction, $R = 1$. If $J_{m,n} \propto 1/|m - n|^7$, then $R \propto \sum_{m=1}^N 1/|n|^7$, which typically grows much slower than $N$. Since $E_2 \propto 1/N_f$, the Trotter error in $N_f$ steps can in principle be decreased to a given accuracy $\epsilon$ by using enough steps, i.e., $N_f \geq \frac{N(RJ_t)^2}{\epsilon}$.

More complicated stroboscopic evolutions may lead to a more favorable error scaling [53]-[55], though in real experiments there will be a trade-off between minimizing the Trotter error and the fidelity of the individual operations to achieve $H_{XY}$ and $H_{ZZ}$. As this will depend on the particular experimental set-up, we will leave such analysis out of current discussions. For the sake of discussion, we will only consider the simplest kind of stroboscopic evolution that we depicted in Fig. 4

ENGINEERING SPIN HAMILTONIANS FOR 1D SYSTEMS: THE HALDANE-SHASTRY $S = 1/2$ SPIN CHAIN

In the first example, we engineer a Haldane-Shastry spin Hamiltonian in one dimension [43]-[44]

$$H_{HS} = \sum_{m=1}^{N-1} \sum_{n=1}^{N-m} J_n \left[ \frac{1}{2} \sigma_m^x \sigma_{m+n}^x + \text{h.c.} \right] + \sigma_m^z \sigma_{m+n}^z$$

(15)

where $J_n = J_0/\sin^2(n\pi/N)$, $J_0 = J\pi^2/N^2$ and $N$ is the number of spins. The interaction strength decays slowly with approximately a $1/r^2$-dependence while satisfying a periodic boundary condition. Such spin Hamiltonian is difficult to realize in most physical setups that interact, e.g., via dipolar interactions.

We can engineer the periodic boundary condition and the long-range interaction $J_n$ directly using a linear array of trapped atoms coupled to a PCW. To achieve this, we induce atomic ground state energy shift $m\delta$ according to the spin index $m$, and then uniformly illuminate the trapped atoms with an external pump consisting of $N$ frequency components $\tilde{\omega}_m = \alpha m \delta$, each with an amplitude denoted by $\Omega_m$ and $\alpha = 0, 1, \ldots, N-1$. Regardless of the position of atoms, all pump pairs with frequency difference $n\delta$ contribute to the spin interaction $J_n$. Considering first the XY terms, and according to Eq. (7), we demand

$$J_n \approx J \sum_{\alpha=0}^{N-2} X_{\alpha} X_{\alpha+n} = \frac{J_0}{\sin^2(n\pi/N)}.$$

(16)

where $J$ is the GM photon coupling rate [see Eq. (8)] that we will assume to be a constant for the simplicity of discussions. This requires that the physical size of the spin chain be small compared to the decay length of $J$ (SI Appendix A). That is, $N\delta \ll \xi$, where $\delta$ is the atomic separation. It is then straightforward to find the required pump amplitudes $\Omega_m$ (or equivalently $X_m$) by solving Eq. (16) for all $n$. Notice that the system of equations Eq. (16) is overetermined, and therefore one can find several solutions of it. However, we choose the solution that minimizes the total intensity $\sum_{\alpha} |\Omega_{\alpha}|^2$. Figure 5 shows that the total intensity converges to a constant value for large $N$, as a result of decreasing sideband amplitudes for decreasing $1/r^2$ interaction strengths. This is confirmed in Fig. 5 as we see the growth of the ratio between maximum and minimum sideband amplitudes when $N$ increases. The same external pump configuration can also be used to induce the ZZ terms by applying stroboscopic procedures as discussed in the previous section.

ENGINEERING SPIN HAMILTONIANS FOR 2D SYSTEMS: TOPOLOGICAL AND FRUSTATED HAMILTONIANS

In the following, we discuss specific examples for engineering 2D spin Hamiltonians that are topologically nontrivial. In particular, we discuss two chiral-flux lattice models that require long-range hopping terms to engineer single particle flat-bands with nonzero Chern numbers, which are key ingredients to realizing fractional quantum hall effects (FQHE) without Landau levels [45]-[46]. Furthermore, our spin-1/2 system interacts like hard core bosons since individual atoms that participate in the spin-exchange process cannot be doubly-excited. With the addition of tunable long-range ZZ interactions, we can readily build a novel many-body system that shall exhibit strongly correlated phases including FQH and supersolid states [56].
A chiral-flux square lattice model

The first example can be mapped to a topological flatband model similarly described in Refs. [45, 46, 56]. The topological spin Hamiltonian shall be written as

\[ H_{\text{flat}} = t_1 \sum_{\langle m,n \rangle} e^{i\theta_{mn}} \sigma_n^m \pm t_2 \sum_{\langle\langle m,n \rangle\rangle} \sigma_n^m \sigma_n + h.c. (\equiv H_0) \]

\[ + t_3 \sum_{\langle\langle\langle m,n \rangle\rangle\rangle} \sigma_n^{m^3} \sigma_n + h.c. (\equiv H') \]

(17)

in which we define \( \sigma_n^m = \sigma_{n^3}^m \) and \( \sigma_n = \sigma_{n^3}^m \); \( \langle \rangle \) denotes nearest neighbors (NN) and \( t_1 \) is the coupling coefficient. \( \langle\langle\rangle\rangle \) denotes [next-]next-nearest neighbours (NNN) [and NNNN respectively] with \( t_2 \) \( t_3 \) being the respective coupling coefficients. The NN coupling phases \( \theta_{mn} = \pm \phi \) are staggered across lattice sites, where the phase factor \( \phi \) is the one that breaks time-reversal symmetry for \( \phi \neq 0, n\pi \) (with \( n \in \mathbb{Z} \)). Spin exchange between next-nearest neighbors (NNN) has real coefficients \( \pm t_2 \) alternating sign along the lattice “checkerboard” [see Fig. 6]. One can show that already \( H_0 \) has a flatband with non-trivial Chern-number which, choosing \( t_2 = t_1/\sqrt{2} \), results in a simple band dispersion \( E_0(k) = \pm \sqrt{2t_1 \sqrt{3 + \cos(k_x + k_y)} \cos(k_x - k_y)} \). Adding \( H' \) to \( H_0 \) with, e.g., \( t_3 = 1/\sqrt{6t_1} \) allows us to engineer an even flatter lowerband whose bandwidth is \( \pi/1 \) of the band gap.

We can use an array of atoms trapped within a 2D PCW, as in Fig 6(b), to engineer the Hamiltonian \( H_{\text{flat}} \) of Eq. (17). For simplicity, we assume that there is one atom per site although this is not a fundamental assumption [57]. As shown in Fig. 6(a), we need to engineer spin exchange in four different directions, namely, \( \hat{x}, \hat{y}, \hat{x} \pm \hat{y} \). We first introduce linear Zeeman shifts by properly choosing a magnetic field gradient \( VB \) (see SI Appendix [3]) such that \( \delta_\alpha = \mu_B V B \cdot \Delta r_\alpha \), where \( \mu_B \) is the magnetic moment. \( \Delta r_\alpha \) are vectors associated with the directions of spin exchange: \( \{ \Delta r_\alpha \} = \{ \hat{x}, \hat{y}, \hat{x} \pm \hat{y}, \hat{d} \} \). To activate spin exchange along these directions while suppressing all other processes, we consider a simplest case by applying a strong pump field of amplitude \( \Omega_0 \) (frequency \( \omega_0 \)) to pair with sidebands \( | \Omega_0 \rangle \approx | \Omega_0 \rangle \) of detunings \( \delta_\alpha = \delta_\alpha \) to satisfy the resonant conditions. To generate the desired chiral-flux lattice, we need to carefully consider the propagation phases \( k_0 \cdot r_n \left( k_0 \cdot r_n \right) \) of the pump field (and sidebands), where \( r_n = d(n_x \hat{x} + n_y \hat{y}) \) is the site coordinate and \( n_{x,y} \in \mathbb{Z} \). In the following we pick \( k = k_\alpha = \pi/d \).

We can generate the required couplings in \( H_{\text{flat}} \), term-by-term, as follows:

- **Staggered NN coupling along \( \Delta r_\alpha = n_{x,y} \hat{y} \):** These are the most important terms as they break time-reversal symmetry. In order to engineer complex coupling along \( \Delta r_\alpha \), we consider the strong pump field to be propagating along \( \hat{y} \), that is, \( X_0(r_n) = e^{i\Omega_0 t/\Delta \omega} e^{-i\Omega_0 t/\Delta \omega} \).

- **NNN coupling along \( \Delta r_\alpha = n_{x,y} \hat{y} \):** The component of detuning \( \tilde{n}_0 \) at the NN site \( r_n = r_n + \Delta r_\alpha \), can pair with an auxiliary sideband of detuning \( \delta_\alpha = \delta_\alpha \) with \( X_0(r_n) = e^{i\Omega_0 t/\Delta \omega} e^{-i\Omega_0 t/\Delta \omega} \).

- **NNNN coupling along \( \Delta r_\alpha = n_{x,y} \hat{y} \):** The component of detuning \( \Omega_0 \) at the NNN site \( r_n = r_n + \Delta r_\alpha \) that can be tuned arbitrarily. Extension to the staggered NN coupling along \( \Delta r_\alpha \) can be realized by introducing another sideband with detuning \( \delta_\alpha = \delta_\alpha \) and \( X_0(r_n + \Delta r_\alpha) = e^{i\Omega_0 t/\Delta \omega} e^{-i\Omega_0 t/\Delta \omega} \); see Fig. 6(a) and Eqs. (19) and (20).

- **NNNN coupling along \( 2\Delta r_\alpha = n_{x,y} \hat{y} \):** Two sidebands \( \Omega_0 \) at site \( r_n \), we use two sidebands formed by field components in \( \epsilon_i(t) \), propagating along \( \hat{x} \) with detunings \( 2\delta_\alpha = \delta_\alpha \) and \( X_0(r_n + \Delta r_\alpha) = e^{i\Omega_0 t/\Delta \omega} e^{-i\Omega_0 t/\Delta \omega} \) at NN sites. The resulting exchange coefficients \( J_{m,n} = J_{X_0} X_{\alpha_{n_{x,y}} \hat{y}} \pm (1)^{n_{x,y} - n_{x}} \), forming the required pattern with \( t_2 = t_1 e^{i\phi} \)
where \( \langle \rangle \) denotes NN pairs in the brick-wall configuration [see Fig. 7] and \( t_1 \) is the coupling coefficient. Note that, for simplicity, we discuss a special case where all NN-coupling coefficients from a brick-wall vertex are identical. The second summation in Eq. (24) runs over both NNN and NNNN pairs with identical coupling coefficient \( t_2 \) and alternating phase \( \phi_{mn} = \pm \phi \); see Fig. 7.

As in the previous case, we use a strong pump field of amplitude \( \Omega_0 \), propagating along \( \hat{y} \), as well as several other sidebands \( |\Omega_{\alpha}| \ll |\Omega_0| \) of detunings \( \Delta \alpha = \delta \) to generate all necessary spin-exchange terms. Detailed descriptions on engineering individual terms can be found in SI Appendix C.

The most important ingredient, discussed here, is that we can generate checkerboard-like NN coupling (along \( \hat{x} \)), with \( J_{mn,n} = J_0 \delta_{x}^{\hat{x}} + \frac{1}{2} \left( 1 - (-1)^{m-n} \right) \). This is achieved by using a sideband of detuning \( \delta \chi \) and amplitude \( X_{\chi} = \frac{\Omega_0}{\Omega_0} \left[ e^{-i\Delta_{xy}^2} + \frac{\delta_x}{2} \right] \) at position \( \mathbf{r}_n = \mathbf{r}_n + \Delta \mathbf{r}_n \), formed by two fields propagating along \( \hat{y} \) and \( \hat{x} \), respectively. If both fields have the same amplitude (\( \delta = 1 \)), they either add up or cancel completely depending on whether \( n_x - n_y \) is odd or even. If one applies the same trick toward NN coupling along \( \hat{y} \), but with \( \delta \neq 1 \), the coupling amplitude modulates spatially in a checkerboard pattern. Essentially all three NN terms around a brick-wall vertex can be independently controlled, opening up further possibilities to engineer, for example, Kitaev’s honeycomb lattice model [61, 62].

For physical implementations, again only two pump beams can introduce all components required in the Raman field, which is very similar to the previous case in either Eqs (19) or Eqs (22-23). Detailed configurations can be found in SI Appendix C. We stress that by merely changing the way the Raman field is modulated, one can dynamically adjust the engineered spin Hamiltonians and even the topology, as we
XXZ spin Hamiltonian with tunable interaction $1/r^n$

In the last example, we highlight the possibility of engineering a large class of XXZ spin Hamiltonians, which were studied extensively in the literature [47, 64–70] because of the emergence of frustration related phenomena. A XXZ Hamiltonian is typically written as

$$H_{XXZ} = -B \sum_n \sigma_n^z + \sum_{n<\ell} \frac{J}{r_{n,\ell}} \left[ \cos(\theta)\sigma_n^x \sigma_{\ell}^x + \sin(\theta)\left(\sigma_n^y \sigma_{\ell}^y + \sigma_n^z \sigma_{\ell}^z\right) \right],$$

(25)

where an effective magnetic field $B$ controls the number of excitations, $r_{m,n} = |r_n - r_m|$ and the parameter $\theta$ determines the relative strength between the ZZ and XY interactions. This class of spin models has been previously studied, mostly restricted to nearest neighbours [64, 67] or dipolar ($\eta = 3$) interactions [47, 68, 69].

In our setup, one can simulate XXZ models with arbitrary $\eta$ by first introducing unique ground state energy shifts at each of the separation $r_n - r_m$ (SI Appendix D), and then applying a strong pump field of amplitude $\Omega_0$ together with $N_d$ auxiliary fields $\Omega_d$ of different detunings to introduce spin interactions at each separations [71]. Moreover, the parameter $\theta$ that determines the ratio between ZZ and XY interaction can be controlled by using different pump intensities in the stroboscopic steps (SI Appendix D).

To illustrate physics that can emerge in the first experimental setups with only a few atoms, we study the total magnetization of a small square lattice of $n_x \times n_y$ ($= N$) 16 atomic spins. We apply exact diagonalization restricting to $N_{\text{exc}} \leq 8$ excitations for $N = 16$ spins and cover half of the phase diagram with $B > 0$. In Fig. 8, we explore the mean polarization of the system $M/N = \frac{1}{N} \sum_i \sigma_i^z / N$ as a function of $B$ and $\theta$ for $\eta = 1$ (a), 2 (b), 3 (c) and NN couplings (d). At $\theta = 0$, the system behaves classically showing the so-called devil staircase [72] of insulating states with different rational filling factors and crystalline structures. With only NN couplings, as shown in Fig. 8 (d), the phase diagram is symmetric with respect to $\theta$. However, long-range hoppings modify the crystal behavior for $\theta \leq 0$, making this phase diagram asymmetric; see Figs. 8(a-c). Longer-range coupling helps the crystal acquire off-diagonal correlations, turning crystalline states into super-solids. This was predicted using dipolar couplings [47, 68]. Nonetheless, experimental observations remain elusive [73]. The higher degree of asymmetry for $\eta = 1$-interactions is a strong signature that frustration effects are much more relevant than those with NN or dipolar couplings [74]. This points at the possibility of observing more stable supersolid phases as well as other frustration-related phenomena such as long-lived metastable states which could serve as quantum memories [67]. Another especially interesting arena is the behavior of strongly long-range interacting systems under non-equilibrium dynamics. It has recently been predicted to yield “instantaneous” transmission of correlations after a local quench [70, 75, 76], breaking the so-called Lieb-Robinson bound.

LIMITATIONS AND ERROR ANALYSIS

Till now, we have mainly focused on how to engineer $H_0$ in an ideal situation. We neglected spontaneous emission or GM photon losses and considered that the energy gradient (or $\delta$, the ground state energy difference between nearest neighboring atoms) can be made very large compared to the interaction energy scales that we want to simulate ($|\delta| \gg |J_{m,m+1}|$). Since the effect of finite cooperativities was considered in detail in Refs. [31, 32], and their conclusions translate immediately to our extension to multi-frequency pumps, in this work we mainly focus on the effect of finite $\delta$. In addition, we also discuss the effects of AC Stark shifts as in Eq. (9), and its error contributions.

Corrections introduced from higher harmonics: a Floquet analysis

We discuss errors and the associated error reduction scheme following a Floquet analysis [77], applicable mainly to 1D models. Including all the time-dependent terms in a
multi-frequency pumping scheme, we have [Eq. 5] 

\[ H(t) = \sum_p H_p e^{ip\delta t}, \]

where \( H_p \) represents the part that oscillates at frequency \( p\delta \). This Hamiltonian has a period \( T = 2\pi/\delta \). It can be shown that at integer multiples of \( T \), the observed system should behave as if it is evolving under an effective Hamiltonian given by \((77)\)

\[
H_{\text{eff},1} \approx H_0 + \frac{1}{\delta} \sum_p \left[ \frac{[H_p, H_{-p}]}{p} \right] + \frac{1}{2\delta^2} \sum_p \left[ [H_p, H_0], H_{-p} + [H_{-p}, H_0], H_p \right].
\]

(26)

This means that the leading error in our simple scheme would be on the order of \( J^3/\delta \), where \( J \) is the simulated interaction strength. However, we note that if \( H_p = \pm H_{-p} \), the leading error term \( \sum_p [H_p, H_{-p}]/(p\delta) \) should vanish. In other words, first order error vanishes if \( H_p \) is either symmetric or antisymmetric under a time-reversal operation \( \mathcal{T} \). While the original Hamiltonian \( H(t) \) doesn’t necessarily possess such symmetry, it is possible to introduce a two-step periodic operation \( H_{2\text{step}} = \{ H, \mathcal{T} H, H, \mathcal{T} H, \ldots \} \) to cancel the first order error while keeping the time-independent part \( H_{2\text{step},0} = H_0 \) identical. This results in an effective Hamiltonian in the Floquet picture:

\[
H_{\text{eff},2} = H_0 + H_{\text{err},2} \approx H_0 + \frac{4}{\delta^2} \sum_p (-1)^p \left[ \frac{[H_p, H_0], H_p}{p^2} \right],
\]

(27)

where \( H_p \) is the (operator) Fourier coefficient of the two-step Hamiltonian at frequency \( p\delta \) and the leading error reduces to the order of \( J^3/\delta^2 \). To achieve the time-reversal operation, we must reverse the phase of the driving lasers, as well as the sign of the energy offsets between the atoms. Specifically, we can engineer a periodic two-step Hamiltonian by first making the system evolve under presumed \( H_0 \) (along with other time-dependent terms) for a time interval \( T \), and then, for the next time interval \( T \), we flip the sign of the energy gradient, followed by reversing the propagation direction of the Raman fields such that \( X_{\alpha} \to X_{\alpha}^\dagger \) in Eq. \((5)\). As a result, all the time-dependent Hamiltonians \( H_p, \forall p \neq 0 \), become \( H_{-p} \) in the second step, resulting in \( H_p = (-1)^p H_{-p} \) required for error reduction. Whereas, the time-independent Hamiltonian \( H_0 \) remains identical in the two-step Hamiltonian. See SI Appendix E for more discussions.

**Numerical analysis on the Haldane-Shastry spin chain**

We now analyze numerically and discuss error on one particular example. For numerical simplicity, we choose the Haldane-Shastry model as its one-dimensional character makes it numerically more accessible. However, the conclusions regarding the estimation of errors can be mostly extended to other models. As we have shown in Eq. \((15)\), the Haldane-Shastry Hamiltonian is composed by an XY term plus a ZZ term that we can simulate stroboscopically. As we already analyzed the Trotter error due to the stroboscopic evolution, here we focus on the XY part of the Hamiltonian, which reads

\[
H_{\text{HS},xy} = \sum_{m=1}^{N-m} \sum_{n=1}^{N-m} \frac{J_0}{\sin^2(n\pi/N)} \left( \sigma_{sg}^{m-n} \sigma_{gs}^{m+n} + \sigma_{sg}^{m+n} \sigma_{gs}^{m-n} \right),
\]

(28)

where \( J_0 = J_\pi^2/N^2 \). Following the prescribed engineering steps, the total time dependent Hamiltonian resulting from
multiple sidebands can be written as 

$$H_p = \sum_{m=1}^{N} \sum_{n=1}^{N-m} \left( J_{n,(p)} \sigma_{i\alpha}^{m+n} + J_{n,(p)}^* \sigma_{i\beta}^{m+n} \right),$$

(29)

and we have defined \( J_{n,(p)} = \sum_{\alpha,\beta=1}^{N} X_{\alpha} X_{\alpha}^* \delta_{n-p,\beta-\alpha} \). Here, \( X_\alpha \) are fixed such that \( H_0 = H_{\text{HS,xy}} \).

To illustrate the effect of error cancellations, we consider first a scenario where we directly apply Eqs. (29). To leading order, the effective Hamiltonian is \( H_{\text{eff,1}} \) as in Eq. (26). We then analyze the two-step driving, using the effective Hamiltonian \( H_{\text{eff,2}} \) in Eq. (27) with \( \tilde{H}_p \) given by SI Appendix Eqs. (E5) - (E6).

We calculate the ground state energies and eigenvectors of \( H_0 \), \( H_{\text{eff,1}} \) and \( H_{\text{eff,2}} \), that we denote as \( E_0,1,2 \) and \( |\Psi_{0,1,2}\rangle \) respectively, for different number of atoms and different ratios of \( \delta/J_0 \). The results are shown in Figs. 9 and 10. In panels (a) we show the error in absolute value with respect to the ideal Hamiltonian \( H_0 \). Interestingly, due to particular structure of \( |\Psi_0\rangle \) and \( H_p \), one can show that \( \langle \Psi_0 | H_p | H_p | \Psi_0 \rangle \approx 0 \) and the first order correction to the energy vanishes. This is confirmed in Fig. 10 (a), where we found that the error actually scales with \( 1/\delta^2 \).

Moreover, it is also enlightening to compare the overlap of the ground states as shown in Figs. 9(b) and 10(b). We only compute the even atom number configuration as the odd ones are degenerate and therefore the ground state is not uniquely defined. We see that the ground state overlap of \( H_{\text{eff,2}} \) is several orders of magnitude better than the one with \( H_{\text{eff,1}} \). Moreover, its dependence on \( \delta \) is better than the \( 1/\delta^2 \) expectation.

The role of time-dependent Stark shifts in the error analysis

In the previous discussions, we have dropped the contribution of the time-dependent Stark shifts

$$H_{\text{ac}}(t) = -\sum_{n} \sum_{\alpha,\beta} \frac{\Omega_{\alpha,\beta}}{2\Delta} e^{i\alpha,\beta l} \sigma_{n}^{\alpha},$$

(30)

where \( \alpha,\beta = \alpha, -\beta \). In the following, we discuss its role in the effective Hamiltonian, using the Floquet error analysis [78]. The Fourier coefficients of the Stark shifts can be written as

$$H_{\text{ac}} = \sum_{n} A_n^{\gamma} \sigma_n^{\alpha,\beta},$$

(31)

where the on-site amplitude

$$A_p^{\gamma} = -\Delta \sum_{\alpha,\beta} X_{\alpha} X_{\beta}^* \delta(\alpha, -\beta - p) \delta;$$

(32)

\( A_p^{\gamma} \) may be site-dependent if the phase differences between the Raman fields \( \Omega_{\alpha,\beta} \) vary across sites. Comparing Eq. (32) with Eq. (31), we see that \( A_p^{\gamma} \sim O(\Delta/J) \) may be even larger than the engineered interaction \( J \equiv \max[J_{m,n}] \) if \( \Delta > J \). In the two-step driving scheme, we replace the amplitude \( A_p^{\gamma} \) by \( A_p \) according to SI Appendix Eqs. (E5) and (E6).

As discussed in the previous section, with two-step driving, the leading Stark-shift error contribution only appears in the second order

$$H_{\text{err,2}} \approx \frac{4}{\delta} \sum_{p} (-1)^p \left( [H_p^+ + H_{\text{ac}}, H_0], H_p^+ + H_{\text{ac}} \right),$$

(33)

where \( H_{\text{ac}} \) are the Fourier coefficients of the two-step Stark-shift Hamiltonian. Only the following nested commutators, \([H_{\text{ac}}, H_0], [H_{\text{ac}}, H_0], [H_p, H_0], [H_p, H_0] \) and \([H_p, H_0], [H_{\text{ac}}] \) are related to the time-dependent Stark shifts, and should be evaluated in various configurations:

*Generic Hamiltonians with translational invariance.* By translational invariance, we mean that there are no site-dependent spin interactions, and the spin-exchange coefficients remain identical as we offset the spin index by one or more. This means that all components in the pump field should drive the system with uniform optical phases as in the Haldane-Shastry model discussed above. The resulting Fourier coefficients \( H_{\text{ac}} = \tilde{A}_p \sum_{n} \sigma_n^{\alpha} \) would have identical effect on all spins (\( \tilde{A}_p \) being a constant amplitude). As a result, the above mentioned commutators vanish, suggesting that the error by \( H_{\text{ac}}(t) \) averages out to zero in the Floquet picture. In the butterfly scheme, however, both \( |g\rangle \) and \( |s\rangle \) states are pumped and they may be shifted differently. This leads to slight modifications in the engineered XX and YY terms; see SI Appendix [F].

*Models containing sub-lattices.* For topological models that contain sub-lattices, as in our examples, the pump fields are not perfectly transverse and Stark shifts are site-dependent, resulting in non-vanishing error. However, we also note that the coupling coefficients appearing in the commutators \([H_{\text{ac}}, H_0], [H_{\text{ac}}, H_0], [H_p, H_0], [H_{\text{ac}}, H_0], [H_p, H_0] \) are on the order of \( J/\Omega^2/\Delta^2 \) and \( J^2/\Omega^2/\Delta^2 \), respectively. For realistic PCW realizations, we may set \( J/\Delta \lesssim O(1) \). Since \( A_p^{\gamma} / J_{m,n} \sim O(\Delta/J) \), the energy scales of the commutators are all on the order \( J^2/\Delta \), and the energy scale in \( H_{\text{err,2}} \) will be \( \lesssim J^2/\delta^2 \). Therefore, for \( \delta \gg J \), the Stark-shift terms may be ignored.

**Stark shift dominated regime.** It may be possible that our sub-lattice models be purposely driven with large amplitude pumps such that \( |\Omega|^2/\Delta \lesssim \delta \). Stark shift contributions would become important in the resulting spin dynamics. However, if we choose a large pump detuning \( \Delta > J \), the dominant error contribution (recall that \( J \sim J \delta^2/\Delta \)) comes from the \([H_p, H_0], [H_{\text{ac}}] \) term, which can be written in the following simple form

$$H_{\text{err,2}} \approx \frac{4}{\delta^2} \sum_{p} (-1)^p \left( [\tilde{A}_p^{\gamma}, H_0], [H_{\text{ac}}, H_0] \right),$$

(34)

$$\approx \sum_{m,n} \tilde{A}_n^{\gamma} \sum_{\alpha,\beta} \sigma_m^{\alpha} \sigma_n^{\alpha} + h.c.) \right).$$

Here, the site-dependent Fourier coefficient is defined as \( \tilde{A}_n^{\gamma} = \sum_{n} \tilde{A}_n^{\gamma} \sigma_n^{\alpha} \) and \( \tilde{A}_n^{\gamma} \equiv \sum_{p} \frac{4(-1)^{p+1}}{\delta^2} (\tilde{A}_p^{\gamma} - \tilde{A}_p^{\gamma})^2 \neq 0 \) in general for interactions \( J_{m,n} \) that are not translationally invariant. In a special case that only two sub-lattices are present, as
in our examples, we note that $\tilde{A}_{m,n}$ may only depend on the distance $r_{m,n}$ and is site-independent. This ‘error’ term would then uniformly modify the XY coupling strengths to a new value
\[ J'_{m,n} = (1 + \tilde{A}_{m,n})J_{m,n}. \] (35)

The next leading order errors are due to $[(\hat{A}_p, H_0), \hat{A}_{ac,p}]/\delta^2$ and $[(\hat{R}_{ac,p}, H_0), \hat{R}_p]/\delta^2$ terms, which are on the order of $J'/(\Omega^2/\Delta \delta^2)$ and are a factor of $\sim J'/\delta$ smaller than the leading Stark shift contribution. This suggests we can always increase the detuning $\Delta$, while keeping $\Omega/\Delta$ constant, to reduce the error contribution. For more discussions, see SI Appendix F.

CONCLUSIONS & OUTLOOK

In this manuscript, we have shown that atom-nanophotonic systems present appealing platforms to engineer many-body quantum matter by using low-dimensional photons to mediate interaction between distant atom pairs. We have shown that, by introducing energy gradients in one and two-dimensions and by applying multi-frequency Raman addressing beams, it is possible to engineer a large class of many-body Hamiltonians. In particular, by carefully arranging the propagation phases of Raman beams, it is possible to introduce geometric phases into the spin system, thereby realizing nontrivial topological models with long-range spin-spin interactions.

Another appealing feature of our platform is the possibility of engineering periodic boundary conditions, as explicitly shown in the 1D Haldane-Shastry model, or other global lattice topology by introducing long-range interactions between spins located at the boundaries of a finite system. Using 2D PCWs, for example, it is possible to create novel spin-lattice geometries such as M"obius strip, torus, or lattice models with singular curvatures such as conic geometries [79] that may lead to localized topological states with potential applications in quantum computations.

We emphasize that all the pairwise-tunable interactions can be dynamically tuned via, e.g., electro-optical modulators at time scales much faster than that of characteristic spin interactions. Therefore, the spin interactions can either be adiabatically adjusted to transform between spin models or even be suddenly quenched down to zero by removing all or part of the Raman coupling beams. We may monitor spin dynamics with great detail: after we initially prepare the atomic spins in a known state by, say, individual or collective microwave addressing, we can set the system to evolve under a designated spin Hamiltonian, followed by removing all the interactions to “freeze” the dynamics for atomic state detection. Potentially, this allows for detailed studies on quantum dynamics of long-range, strongly interacting spin systems that are driven out-of-equilibrium. The dynamics may be even richer since the spins are weakly coupled to a structured environment via photon dissipations. We expect such a new platform may bring novel opportunities to the study of quantum thermalization in long-range many-body systems, or for further understanding of information propagation in a long-range quantum network.
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[71] To simulate a square lattice of $n_x \times n_y$ ($= N$) atomic spins, we find that the number of different distances grows as $N_d = n_x(n_x+1)/2$, which is linearly proportional to the number of atoms $N \propto N$.


[78] Here we discuss a special case where only $|s\rangle$ state is shifted. For a general case when both $|g\rangle$ and $|s\rangle$ states are shifted, see SI Appendix F.


Supporting Information (SI)

In Appendix A we give a detailed derivation of the time-dependent effective Hamiltonian of Eq. [4] of the main text. In Appendix B we discuss how to properly introduce ground state energy shifts to engineer generic spin models in two-dimensions. In Appendix C and D we describe in detail the PCW and the pump field configurations to engineer a topological brick-wall lattice model and a XXZ model with 1/r³-dependence, respectively. In Appendix E we discuss in detail how to engineer a two-step Hamiltonian. Last, in Appendix F we additionally discuss the role of AC Stark shift in a butterfly scheme.

Appendix A: Complete derivation of final time-dependent Hamiltonian

The PCWs support localized one or two-dimensional photonic Guided Modes (GMs), which can be described by a Hamiltonian (using $\hbar = 1$):

$$H_{GM} = \sum_{k} \omega_k a_k^\dagger a_k$$  \hspace{1cm} (A1)

where $\omega_k$ is the dispersion relation of the GMs. Neglecting counter-rotating terms, the light-matter Hamiltonian can be written as follows:

$$H_{\text{LM}} = \sum_{k,n} g_k(r_n) a_k \sigma_{eg}^n + \text{h.c.} ,$$  \hspace{1cm} (A2)

where $g_k(r_n) = g_k e^{ik\cdot r_n}$ is the single-photon coupling constant. The atomic Hamiltonian is given by

$$H_a = \sum_n (\omega_{eg} \sigma_{ee}^n + \omega_{gg} \sigma_{gg}^n) .$$  \hspace{1cm} (A3)

where it is important to highlight that we introduce a site-dependent energy in the hyperfine level $|g\rangle_n$ that can be achieved, e.g., by introducing a magnetic field gradient (or a Stark-shift gradient) in either one or two dimensions as depicted in Fig. 4(a-b) in the main text. This site-dependent energy, together with a multi-frequency driving for $|s\rangle_n \leftrightarrow |e\rangle_n$ are the key ingredients of our proposal. Multi-frequency driving with $m_p$ different components can be described through a Hamiltonian:

$$H_\text{d}(t) = \sum_n \left( \frac{\Omega(t)}{2} \sigma_{se}^n e^{i\omega_0 t} + \text{h.c.} \right) ,$$  \hspace{1cm} (A4)

where we have used the notation $\sigma_{ab}^n = |a\rangle_n \langle b|$, and $\omega_0$ is the main driving frequency. All components of the driving field are embedded in $\Omega(t)$, that can be written as

$$\Omega(t) = \sum_{\alpha=0}^{m_p-1} \Omega_{\alpha} e^{i\omega_0 t} ,$$  \hspace{1cm} (A5)
where \( \bar{\omega}_a \) are \( m_P \) different frequency detunings (\( \bar{\omega}_{a_{2}=0} = 0 \)) and \( \Omega_d \) the Rabi frequency that will be used to achieve full control of the atom-atom interactions. The dynamics of the system is described by the sum of all the above Hamiltonians:
\[
H = H_0 + H_{	ext{GM}} + H_I(t) + H_{\text{lin}}.
\]

We are interested in the conditions where \( |\Delta| = |\omega_r - \omega_L| > \Omega \), such that the excited states are only virtually populated. To adiabatically eliminate states \( |e_n> \), it is convenient to work in a rotating frame defined by the transformation \( U = \exp \left( i(\sum_{k} \omega_k \sigma_{g,k}^{\dagger} + i \sum_{k} \omega_k d_{k} a_{k})t \right) \), which transforms the Hamiltonian by \( H \rightarrow UHU^{-1} - i[U \partial_t U^{-1}] \). Writing each of the transformed Hamiltonians, we have
\[
H_{\text{lin}} \rightarrow \hat{H}_{\text{lin}} = \sum_{k,n} g_k(r_n) a_k \sigma_{g,k}^{\dagger} e^{i(\omega_k - \omega_L)t} + \text{h.c.},
\]
\[
H_0 \rightarrow \hat{H}_0 = \sum_{n} \frac{\Omega(t)}{2} \sigma_{n}^{\dagger} + \text{h.c.},
\]
\[
H_a \rightarrow \hat{H}_a = \sum_{n} (\Delta \sigma_{n}^{\dagger} + \omega_n \sigma_{n}^{\dagger}),
\]

while \( H_{\text{GM}} \) transforms to zero. Notice that, due to the multi-frequency driving, it is not possible to find a reference frame where the Hamiltonian is time-independent. In spite of the time dependence, it is still possible to adiabatically eliminate the excited states. For this purposes, we define a projector operator for the atomic subspace, \( \mathbb{P} = \sum_{n} (\sigma_{g,n}^{\dagger} + \sigma_{n}^{\dagger}) \), that projects out the excited states, and its orthogonal counter part, \( \mathbb{Q} = \sum_{n} \sigma_{n}^{\dagger} \). Using these operators, one can formally project out slow and fast subspaces in the Schrödinger equation:
\[
\frac{i}{\hbar} \frac{d}{dt} |\Psi> = \mathbb{P} \hat{H} |\Psi> + \mathbb{Q} \hat{H} |\Psi> + H_{\text{lin}} |\Psi>,
\]
\[
\frac{i}{\hbar} \frac{d}{dt} |\Psi> = \mathbb{Q} \hat{H} |\Psi> + \mathbb{Q} \hat{H} |\Psi>.
\]

By using the fact that \( \mathbb{Q} \hat{H} \mathbb{Q} \) is actually time-independent and assuming that initially there are no contributions from the excited states, i.e., \( \langle \mathbb{Q} | < 0 \rangle \rangle = 0 \), one can formally integrate \( \mathbb{Q} |\Psi> \) (by parts), input the result into the equation of \( \mathbb{P} |\Psi> \), and obtain an effective Hamiltonian for the slow subspace:
\[
\frac{i}{\hbar} \frac{d}{dt} |\Psi> \approx (\mathbb{P} \hat{H} - \mathbb{Q} \hat{H}) |\Psi> \approx H_{\text{eff}} |\Psi>.
\]

The resulting effective Hamiltonian then reads as the following:
\[
H_{\text{eff}} = \hat{H}_{\text{eff,a}} + \hat{H}_{\text{eff,lin}} + \hat{H}
= \sum_{n} (\omega_k \sigma_{g,n}^{\dagger} - \Omega(t) \sigma_{n}^{\dagger} f^{*} \sigma_{n}^{\dagger}) + \sum_{k,n} \frac{g_k(r_n) \Omega(t)}{2\Delta} a_k \sigma_{g,k}^{\dagger} e^{i(\omega_k - \omega_L)t} + \text{h.c.},
\]
\[
= -\sum_{k,n} g_k(r_n) |\alpha_k|^2 \sigma_{g,k}^{\dagger} \sigma_{g,k} + |\alpha_k|^2 \sigma_{g,k}^{\dagger} \sigma_{g,k} + \text{h.c.},
\]
where we have absorbed some irrelevant phases. The contribution of \( \hat{H} = -\sum_{k,n} \frac{|g_k(r_n)|^2}{\Delta} \sigma_{g,k}^{\dagger} \sigma_{g,k} \) will be negligible since it is proportional to the number of GM photons, which is close to 0 in our situation [31,32]. Rewriting the effective Hamiltonian in the interaction picture with respect to \( \hat{H}_{\text{eff,a}} \), we arrive at the following light-matter Hamiltonian
\[
H_{\text{eff,lin}}(t) = -\sum_{k,n} g_k(r_n) \frac{\Omega(t)}{2\Delta} a_k \sigma_{g,k}^{\dagger} e^{i(\omega_k - \omega_L)t} + \text{h.c.}.
\]

Note that, for simplicity in the derivation, we have neglected the contribution of the time-dependent Stark-Shift in the \( |s> \) states, which is given by
\[
\delta \omega_a(t) = -\Omega(t) \cdot \frac{\Omega^*(t)}{4\Delta}
= -\sum_{\alpha=0}^{m_p-1} \frac{\Omega_{\alpha}^{2}}{4\Delta} - \sum_{\alpha>\beta} \Re \left[ \frac{\Omega_{\alpha} \Omega_{\beta}^{*}}{2\Delta} e^{i(\omega_{\alpha} - \omega_{\beta})t} \right].
\]

Here, \( \Re[.] \) indicates real part. The time-independent contribution can be absorbed into the energy of \( \omega_a \) without significant contribution to the dynamics, whereas the time-dependent terms will be averaged out in the atomic timescales that we are interested in. We consider its possible detrimental effects in the main text and in Appendix F, where we analyze the limitations and other error sources.

The relaxation timescales of the GMs in the PCWs are typically much faster than the atomic ones, such that we can trace out the photonic information to obtain an effective master equation that describes the dynamics of the atomic system through its density matrix evolution [82]
\[
\frac{d \rho}{dt} = \sum_{m,n} \Gamma_{m,n}(t) \left( \sigma_{g,m}^\dagger \rho \sigma_{g,n}^m - \sigma_{g,n}^m \sigma_{g,m}^\dagger \rho \right)
\]
\[
+ \sum_{m,n} \Gamma_{m,n}(t) \left( \sigma_{g,m}^\dagger \rho \sigma_{g,n}^m - \rho \sigma_{g,n}^m \sigma_{g,m}^\dagger \right),
\]
where the time-dependent coefficients are given by
\[
\Gamma_{m,n}(t) = \int_{0}^{\infty} ds f_{k,m,n} e^{i(\omega_k - \omega_L)t} e^{-i(\omega_k - \omega_L)s} \frac{\Omega(t) \Omega^*(t-s)}{4\Delta}
\]
\[
\Gamma_{m,n}(t) = \sum_{\alpha,\beta} \Omega_{\alpha} \Omega_{\beta}^{*} \Gamma_{m,n,\alpha,\beta} e^{i(\omega_k - \omega_L)t} e^{i(\omega_k - \omega_L)s},
\]
\[
\Gamma_{m,n,\alpha,\beta} = \int_{0}^{\infty} ds f_{k,m,n} e^{-i(\omega_k - \omega_L)s}.
\]

Using that \( \int_{0}^{\infty} e^{i\xi \tau} d\tau = \pi \delta(x) - i p_{\xi} \), and assuming that we are working in the regime within the bandgap [see Fig. 1(d)],
i.e., $\Delta_{m,\beta} = \omega_k - \omega_k + \omega_{g,m} - \tilde{\omega}_g < 0$ such that the dissipative terms $[\delta$-contribution] vanish. $\Gamma_{m,n}(t)$ contains only dispersive contributions,

$$\Gamma_{m,n}(t) = i \sum_{\alpha, \beta} \frac{\Omega_{\alpha} \Omega_{\beta}^*}{4\Delta^2} J_{m,n} e^{i(\omega_m - \omega_{g,n} + \omega_{\alpha} - \omega_{\beta}) t}, \quad (A16)$$

and $J_{m,n}$ is defined as

$$J_{m,n} = \sum_{k \in BZ} \frac{|g|^2}{(\omega_k - \omega_k - \omega_{g,m} + \tilde{\omega}_g)} e^{ik(r_m - r_n)}, \quad (A17)$$

coinciding with the expressions obtained in Refs. \[31\] \[32\] when $|\tilde{\omega}_g - \omega_{g,m}| \ll |\omega_k - \omega_k|$. Then, depending on the dimensionality of the reservoir, we have \[31\] \[32\]

$$J_{m,n,1d} \propto e^{-|r_m|/\xi}, \quad (A18)$$

$$J_{m,n,2d} \propto K_0(|r_m|/\xi), \quad (A19)$$

where $r_m = r_m - r_n$ and and $K_0(x)$ is the modified Bessel function of the second kind; $\xi = \sqrt{A/|\Delta_{xy}|}$ controls the effective range of the interaction: $\Delta_{xy} = |\omega_k - \omega_k|$ is the effective detuning with respect to the band edge, and $A$ the curvature of the band [see Fig. 1(c)]. Notice that there is another underlying assumption in the derivation, namely, that the coupling strength $|g|^2$ of the driven GMs must be approximately constant for all the sideband frequencies $\omega_k + \omega_{\alpha}$. If not, the variation of $|g|^2$ can be compensated by adjusting sideband amplitudes $\Omega_{\alpha}$. Furthermore, since we focus on full control introduced by multi-frequency drivings, we will not specify the form of $J_{m,n}$ and simply assume a constant $J_{m,n} = J$ throughout the interaction range considered. However, one should be aware that the length scale $\xi$ will pose the ultimate limitation of the range of the interactions that we can simulate.

Since we have $\Gamma_{m,n}(t) = -\Gamma_{n,m}(t)$, the evolution of the density matrix in Eq. \(A12\) is governed by an effective XY Hamiltonian

$$H_{xy}(t) = \sum_{m,n \neq m, \alpha, \beta} \frac{\Omega_{\alpha} \Omega_{\beta}^*}{4\Delta^2} J_{m,n} e^{i(\omega_m - \omega_{g,n} + \omega_{\alpha} - \omega_{\beta}) t} \sigma_{gs}^m \sigma_{ig}^n. \quad (A20)$$

Interestingly, if we choose $\omega_{g,n} = \omega_{g,n}$, we can control the resonant processes by adjusting the laser frequencies $\omega_{\alpha}$. In particular, two atoms $n$ and $m$, will be interacting through a resonant process with rate $\Omega_{\alpha} \Omega_{\beta}^* J_{m,n}/(4\Delta^2)$ when the resonant condition,

$$\omega_{g,m} - \omega_{g,n} = \tilde{\omega}_g - \tilde{\omega}_g, \quad (A21)$$

is satisfied. The intuitive picture is depicted in Fig. 2(a) in the main text: the atom $n$ scatters from sideband $\alpha$ a photon with energy $\omega_k + \omega_{\alpha} - \omega_k$ into GMs. When this photon propagates to atom $m$, it will only be absorbed via a sideband $\beta$ that satisfies $\omega_k + \omega_{\alpha} - \omega_k = \omega_k + \tilde{\omega}_g - \omega_{g,m}$, with the rest of the sidebands being off-resonant; Fig. 2(b) depicts the reversed process. Therefore, the Hamiltonian $H_{xy}(t)$ can be separated into time-independent (on-resonant) and time-independent (off-resonant) contributions: $H_{xy}(t) = H_{xy,0} + \tilde{H}_{xy}(t)$, where $H_{xy,0}$ is an XY spin Hamiltonian,

$$H_{xy,0} = \sum_{m,n \neq m} J_{m,n} \sigma_{gs}^m \sigma_{ig}^n, \quad (A22)$$

where the spin exchange coefficient $J_{m,n}$ can be fully controlled by adjusting $\omega_{\alpha}$ and $\tilde{\omega}_g$. We have

$$J_{m,n} = \sum_{\alpha, \beta} \frac{\Omega_{\alpha} \Omega_{\beta}^*}{4\Delta^2} J_{m,n} \delta(\omega_{g,m} - \omega_{g,n} + \omega_{\alpha} - \omega_{\beta}), \quad (A23)$$

where $\delta(0) = 1$ and $\delta(x \neq 0) = 0$. Note that to fully control $J_{m,n}$ at each distance $r_{m,n}$, we need to introduce enough sidebands to cover all the energy differences $\omega_{g,m} - \omega_{g,n}$.

If the characteristic energy scale of the spin Hamiltonian $H_{xy,0}$ is much smaller than the minimum energy detuning $\delta_{\text{ath}} = \min[|\omega_k - \omega_{g,m}|]$ between different sites, that is $\delta_{\text{ath}} > \Omega_{\alpha} \Omega_{\beta}^*/(4\Delta^2)$, the time-dependent processes will be highly off-resonant, yielding the ideal Hamiltonian $H_{xy}(t) \approx H_{xy,0}$. In practical situations, $\delta_{\text{ath}}$ will be a limited resource because of the requirement for large field gradient over the distance of a PCW unit cell. Thus, in the main text and in Appendix F we discuss errors created by the time-dependent processes, and strategies to minimize the errors.

As a last remark, if we explicitly write down the phase dependence of the Raman pump in Eq. \(A22\), it follows that $J_{m,n} \propto |e^{i k_L \cdot r_{m,n}}|$ (and now $J_{m,n} = J_{m,n}$ for $k_L \cdot r_{m,n} = 0$). If the illumination is not perfectly transverse, that is, $k_L \cdot r_{m,n} \neq 0$, then $H_{xy,0}$ acquires spatial-dependent, complex coupling coefficients:

$$H_{xy,0} = \sum_{m,n \neq m} J_{m,n} (\sigma_{gs}^m \sigma_{ig}^n + e^{-i k_L \cdot r_{m,n}} \sigma_{gs}^n \sigma_{ig}^m), \quad (A24)$$

which gives us the possibility to engineer geometrical phases and non-trivial topological spin models. We also note that, in the above simple expression, we are assuming $k_{\alpha} = k_L$ being a constant for all different sidebands $\Omega_{\alpha}$.

Independent control of XX and YY interactions

So far, we have been able to engineer full control of spin-exchange or XY Hamiltonians. In this Section, we will show how by slight modification of the atomic level structure, we can engineer the XX and YY terms independently. In particular, we use a butterfly-like structure as depicted in Fig. 3(b), where there are two transitions coupled to the GMs, i.e., $|g\rangle \leftrightarrow |\psi\rangle$ and $|s\rangle \leftrightarrow |\tilde{\psi}\rangle$ and two different multi-frequency Raman fields, $\Omega_{g}(t)$ and $\Omega_{s}(t)$. Assuming that we have co-propagating beams or perfectly transverse illumination, i.e., $k_L \cdot r_{m,n} = 0$, we can adiabatically eliminate the excited states $|\psi\rangle$ and $|\tilde{\psi}\rangle$ following a similar procedure as in the previous section. Eq. \(A10\) to obtain an effective light-matter Hamil-
tonian

\[
H_{\text{eff,lm}}(t) = -\sum_{k,n} \frac{\Omega_k(r_n) \Omega(t) \Delta_k}{2\Delta} \sigma_k^m \sigma_n^m + e^{-i\phi_k} \sigma_k^m e^{i(\alpha_k \omega_t - \omega_k \alpha_p)} + \text{h.c.}, \quad (A25)
\]

where we assumed that \(\Omega_k(t)/\Delta_k = \Omega_k(t) e^{i\phi_k}/\Delta_k \equiv \Omega(t)/\Delta_k\).

Adiabatically eliminating the photonic modes under all the approximation that we used in the previous Section, we arrive at an effective Hamiltonian

\[
H_{\text{xy,0}} = \sum_{m,n \geq m} \left[ J_{m,n} (\sigma_k^m + e^{i\phi_k} \sigma_k^m) (\sigma_n^m + e^{-i\phi_k} \sigma_n^m) + \text{h.c.} \right], \quad (A26)
\]

which, depending on the phase \(\phi_k\), can drive either X or Y component, i.e., \((\sigma_k^m \pm \sigma_k^m)\), or more exotic combinations for general \(\phi_k\). Moreover, if the two pump beams are not co-propagating, they create spatial dependent phases \(\phi_k\). This can create site dependent XX, YY or XY terms.

Appendix B: Proper choice of ground state energy shifts in 2D models

For generic 2D lattice models, we need to introduce ground state energy shifts between sites \((m,n)\) separated by \(r_{m,n} = r_m - r_n\) to engineer the interaction between them. The energy shifts need to be unique for specific site separation vector \(r_{m,n}\), but should be independent of \(r_m\) to preserve translational invariance, which is generally required for spin lattice models. To do this, we can introduce a linear magnetic field gradient \(\nabla B \cdot a_l = B_l\), where \(a_l\) \((l = 1, 2)\) are the Bravais vectors of a unit cell. We require that the ratio \(g = B_1/B_2\) of B-field gradients along two Bravais vectors be an irrational number such that, for any \(r_n = (n_x, n_y)\) with \(n_x, n_y \in \mathbb{Z}\), \(\alpha_{k,m,n} = \mu_B (\gamma \times g + n_x, n_y) B_2\) is a unique number. As a result, each sideband can only induce a resonant interaction at a specific separation \(r_{m,n}\). Moreover, we also need to ensure that there exists no \(r_{n}\) such that \(|\alpha_{k,m,n} - \alpha_{k,p,n}| \leq J_{m,n}\) that can lead to significant time-dependent terms in Eq. (6) of the main text. In general, for a finite size system, this situation can be avoided.

Appendix C: Pump field configurations for engineering a topological spin model in a brick-wall lattice

In this Section, we describe in detail how to engineer Hallocke’s topological spin model Eq. 24 in the main text,

\[
H = t_1 \sum_{(m,n)} (\sigma_k^m \sigma_n^m + \text{h.c.}) + t_2 \sum_{(m,n)} (e^{i\phi_m} \sigma_k^m \sigma_n^m + \text{h.c.}) \quad (C1)
\]

in a brick-wall configuration. Introducing a strong pump field of amplitude \(\Omega_p\), propagating along \(\hat{y}\), we can engineer the interaction terms one-by-one as the following:

- **Uniform NN coupling along \(\hat{y}\):** This term can be realized with a sideband of detuning \(\delta_x\) and \(X_0(r_n + \Delta r_n) = -\frac{\Omega_p}{2\Delta} e^{-i(n_x + 1)\pi}\), pairing with the strong pump field \(X_0(r_n) = \frac{\Omega_p}{2\Delta} e^{-i(n_y + 1)\pi}\) which propagates along \(\hat{y}\). The resulting coupling coefficient is \(t_1 = \bar{J} X_0 || X_1||.\) This term can also be extended to engineer non-uniform coupling coefficients; see the following discussion.

- **Checkerboard-like NN coupling along \(\hat{x}\):** We introduce a sideband of detuning \(\delta_y\) and amplitude \(X_2(r_n + \Delta r_n) = \frac{\Omega_p}{2\Delta} [e^{-i(n_x + 1)\pi} + i\zeta e^{-i(n_y + 1)\pi}]\), formed by two fields propagating along \(\hat{y}\) and \(\hat{x}\), respectively. If both fields have the same amplitude \((\zeta = 1)\), they either add up or cancel completely depending on whether \(n_x + n_y\) is odd or even. The resulting coupling rate is real with amplitude

\[
J_{m,n} = \bar{J} X_0 \bar{x}^* = \frac{t_1}{2} \left[ 1 - (-1)^{n_x + n_y} \right], \quad (C2)
\]

and vanishes exactly in a checkerboard pattern. If one applies the same trick toward NN coupling along \(\hat{y}\), but with \(\zeta \neq 1\), the coupling amplitude also modulates in a checkerboard pattern. Essentially all three NN terms that from a brick-wall vertex can be independently controlled, opening up further possibility to engineer, for example, Kitaev’s honeycomb lattice model [61 62].

- **Complex NNN and NNNN couplings:** The NNNN terms can be similarly generated by using a sideband of detuning \(2\delta_x\), and \(X_{2y}(r_n + \Delta r_{2y}) = \frac{\Omega_p}{2\Delta} [e^{-i(n_x + 2)\pi} + i\zeta e^{-i(n_y + 1)\pi}]\), formed by two initially \(\pi/2\) out-of-phase fields propagating respectively along \(\hat{y}\) and \(\hat{x}\). The same trick can be used for NNN couplings using sidebands of detunings \(\delta_{3y}, \delta_{3x}\), respectively. The coupling phase \(\phi\) can be arbitrarily controlled by the amplitude ratio \(\zeta\), as we showed in Eq. 18 in the main text.

To engineer this model, again only two pump beams can introduce all components required in the Raman field. We can write down the \(\hat{x}\)-, \(\hat{y}\)-propagating fields with amplitude modulations (that is, with equal blue- and red-sideband contributions), for the field propagating along \(\hat{y}\), we have

\[
\epsilon_y(t) = \epsilon_0 + \epsilon_1 \left( \frac{1}{2} \cos \delta_x t - \cos \delta_x t \right) + \epsilon_2 \left( \cos 2\delta_x t - \cos \delta_{3y} t - \cos \delta_{3x} t \right), \quad (C3)
\]

and, for the field propagating along \(\hat{x}\), we require

\[
\epsilon_x(t) = \frac{\epsilon_1}{2} \cos \delta_x t - i\zeta \epsilon_2 \left( \cos 2\delta_x t + \cos \delta_{3x} t - \cos \delta_{3y} t \right). \quad (C4)
\]

One may similarly replace amplitude modulations \(\cos \delta_x t\) by frequency modulation \(\epsilon^{i\delta_x t}\) to engineer the spin model, as in Eqs. 19-20 in the main text.
Appendix D: PCW and pump field configurations for engineering a XXZ spin Hamiltonian with 1/r^3 interaction

We describe how to engineer a XXZ Hamiltonian, which is typically written as

\[ H_{XXZ} = -B \sum_n \sigma_n^z + \sum_{n<m} J [\cos(\theta) \sigma_n^x \sigma_m^x + \sin(\theta) (\sigma_n^y \sigma_m^y + \sigma_n^z \sigma_m^z)], \]

(D1)

where an effective magnetic field \( B \) that controls the number of excitations can be introduced by the detuning of addressing beams; The parameter \( \theta \) determines the relative strength between the ZZ and XY interactions.

We can simulate any \( \eta \) and \( \theta \) in a 2D PCW as follows:

- First, we require the decay length scale \( \xi \) to be sufficiently large such that GM photon coupling strength \( J(|r_{m,n}|/\xi) \) is only limited by the energy spread in the low dimensional reservoir. For example, in 2D with quadratic dispersion as depicted in Fig. 1(d) of the main text, one can simulate any interaction that decays faster than \( K_0(|r_{m,n}|/\xi) \approx \log(\xi/|r_{m,n}|) \), where \( K_0(x) \) is the modified Bessel function of the second kind [31] [32] (Appendix A).

- Then, in order to simulate the \(|r_n - r_m|^{-\eta}\) dependence, we introduce a linear magnetic field gradient \( \nabla B \) or linear ground state energy shifts as described in Appendix B.

- Thus, as we did in the previous discussions, we introduce a strong pump field of amplitude \( \Omega_0 \) together with \( N_\Delta \) auxiliary fields \( \Omega_{\alpha m} \) of detuning \( \delta_{\alpha} \) to cover all the different separations \( r_{m,n} \). For example, to simulate a square lattice of \( n_x \times n_y (=N) \) atomic spins, we can see that the number of different distances grows as \( N_\Delta = n^2/2 \), linearly proportional to the number of atoms \( N_\Delta \propto N \).

- Finally, the parameter \( \theta \) that determines the ratio between ZZ and XY interaction can be controlled by using different pump intensities when doing the stroboscopic evolution (see Section I).

Appendix E: Engineering a two-step Hamiltonian for error reduction

As derived in Section A the resulting time-dependent couplings introduced by a multi-frequency pump is \( H(t) = \sum_p H_p e^{ip\delta t} \), where \( H_p \) represents the part in the Hamiltonian that oscillates with frequency \( p\delta \). The time-dependent Hamiltonian has a period \( T = 2\pi/\delta \), and it can be shown that the effective Hamiltonian that repeats every time-period \( T \), i.e., \( e^{-iH_{\text{eff}}T} \), where the measurements would take place in an experiment, is given by [77]

\[ H_{\text{eff,1}} \approx H_0 + \frac{1}{\delta} \sum_p \left[ \frac{[H_p, H_{-p}]}{p} + \frac{[H_{-p}, H_0, H_p]}{p^2} \right]. \]

(E1)

This means that if we apply the multi-frequency pumps just as we explained in the previous sections, the leading error would be on the order of \( J^2/\delta \), where \( J \) is the interaction strength that we want to simulate. However, we also observe that the leading error term \( \sum_p[H_p, H_{-p}]/(p\delta) \) vanishes if \( H_p = \pm H_{-p} \). In other words, first order error vanishes if \( H_p \) is either symmetric or anti-symmetric under time-reversal operation \( \mathcal{T} \). While the original Hamiltonian \( H(t) \) doesn’t necessarily possess such symmetry, it is possible to introduce a two-step periodic operation \( H_{\text{step}} = \{ H, \mathcal{T} H, \mathcal{T}^2 H, \ldots \} \) to cancel the first order error while keeping the time-independent part \( H_{\text{step,0}} = H_0 \) identical. This reduces the leading error to the order of \( J^3/\delta^2 \).

To achieve the time-reversal operation, we must reverse the phase of the driving lasers, as well as the sign of the energy offsets between the atoms. Specifically, we can engineer the two-step Hamiltonian as follows:

- After applying a proper magnetic (or Stark-shift) gradient to ensure a position dependent energy shift, we apply sidebands using either frequency or amplitude modulations to engineer the Hamiltonian \( H_0 \) following Eq. (A22).

- After a time \( T = 2\pi/\delta \), we flip the sign of the gradient. In 1D, if \( \omega_{x,n} - \omega_{x,m} = |n - m|\delta \), then we switch to \( \omega_{x,n} - \omega_{x,m} = -|n - m|\delta \). Meanwhile, we also reverse the propagation direction of the Raman fields such that \( X_{a} \rightarrow X_{a}^* \). As a result, all the time-dependent Hamiltonians \( H_p, \forall p \neq 0 \), become \( H_{-p} \) in the second step. Whereas, the time-independent Hamiltonian \( H_0 \) remains identical. After holding for an evolution time \( T = 2\pi/\delta \), we repeat the first step.

To formally prove that the above idea leads to smaller error, we can write our two-step periodic Hamiltonian as follows:

\[ H_{\text{step}}(t) = H(t) - H(-t), \]

(E2)

where \( T(t) \) is a periodic square-wave envelope, controlling the on and off of \( H(t) \) at time interval \([0, T]\) within a period \( 2T \). \( T(t) \) can be expanded as follows

\[ T(t) = \left[ 1 + \frac{1}{\pi i} \sum_{m \text{ odd}} \frac{(e^{im\delta t/2} - e^{-im\delta t/2})}{m} \right], \]

(E3)

where \( m = 1, 3, \ldots \). Plugging the expansion \( H(i) = \sum_p H_p e^{ip\delta t} \) into Eq. (E2), we now have

\[ H_{\text{step}}(t) = \frac{1}{2} \sum_p \left[ H_p e^{ip\delta t} \left( 1 + \frac{2}{\pi i} \sum_{m \text{ odd}} \frac{(e^{im\delta t/2} - e^{-im\delta t/2})}{m} \right) \right] + H_p e^{-ip\delta t} \left( 1 - \frac{2}{\pi i} \sum_{m \text{ odd}} \frac{(e^{im\delta t/2} - e^{-im\delta t/2})}{m} \right). \]

(E4)
Writing $H_{\text{step}}(t) = \sum_p \tilde{H}_p e^{i \tilde{p}(\tilde{q}/25)}$, the Fourier components $\tilde{H}_p$ of the two-step periodic Hamiltonian are

$$\tilde{H}_p(\text{even}) = \frac{1}{2} (H_{p/2} + H_{-p/2}), \quad \text{(E5)}$$

$$\tilde{H}_p(\text{odd}) = -\frac{1}{2 \pi} \sum_{m \text{ even}} \frac{1}{m} (H_{p-m/2} - H_{-(p-m)/2}) + H_{(p+m)/2} - H_{-(p+m)/2}. \quad \text{(E6)}$$

So we have $\tilde{H}_p = (-1)^p \tilde{H}_p$ and the leading order error in Eq. (E1) vanishes. According to the Floquet theory, we arrive at an effective time-independent Hamiltonian $H_{\text{eff,2}}$ at every time interval $T_2 = 4\pi/\delta$,

$$H_{\text{eff,2}} = H_0 + H_{\text{err,2}} \approx H_0 + \frac{4}{\delta^2} \sum_p (-1)^p \left[ \frac{\langle \tilde{H}_p, H_0 \rangle}{p^2} \right]. \quad \text{(E7)}$$

**Appendix F: The role of time-dependent Stark shifts in the butterfly scheme**

We discuss the error contribution due to time-dependent Stark shifts in the butterfly scheme for independent control of XX or YY interactions (as well as ZZ interaction in stroboscopic evolution). The time-dependent Stark shift is

$$H_{\text{ac}}(t) = -\sum_n \sum_{\alpha > \beta} \Re \left\{ \frac{\Omega_{\alpha,\beta} \Omega_{\beta,\alpha}^*}{2\Delta} e^{i \theta_{\alpha,\beta} t} \right\} |\sigma_{gs}^n \rangle \langle \sigma_{gs}^n |$$

$$-\Re \left\{ \frac{\Omega_{\alpha,\beta} \Omega_{\beta,\alpha}^*}{2\Delta} e^{i \theta_{\alpha,\beta} t} \right\} |\sigma_{ss}^n \rangle \langle \sigma_{ss}^n |, \quad \text{(F1)}$$

where $\Omega_{\alpha,\beta} = \tilde{\Omega}_{\alpha,\beta} - \tilde{\Omega}_{\alpha,\beta}$. The Fourier coefficients of the Stark shifts can be written as

$$H_{\text{ac, } p} = \sum_n \frac{A_n^p}{\Delta} (\sigma_{gs}^n + \sigma_{ss}^n), \quad \text{(F2)}$$

where $A_n^p = -\sum_{\alpha \neq \beta} \frac{\Omega_{\alpha,\beta} \Omega_{\beta,\alpha}^*}{4\Delta} \delta(\tilde{\Omega}_{\alpha,\beta} - p\delta)$ and we have used that fact that $|\Omega_{\alpha,\beta}|/\Delta = |\Omega_{\alpha,\beta}|/\Delta$. In two-step driving, we replace $A_n^p$ with $\tilde{A}_n^p$ according to Eqs. (E5-E6). We note that states $|g\rangle$ and $|s\rangle$ can be driven differently when $\Delta_g \neq \Delta_s$. This leads to different error comparing to simple Raman driving only on one of the state.

In two-step driving, the leading Stark-shift error contribution appears in the second order

$$H_{\text{err,2}} \approx \frac{4}{\delta^2} \sum_p (-1)^p \left[ \frac{\langle \tilde{H}_p + \tilde{H}_{\text{ac, } p}, H_0 \rangle}{p^2} \right], \quad \text{(F3)}$$

where $H_{\text{ac, } p}$ are the Fourier coefficients of the two-step Stark-shift Hamiltonian. To simplify the discussion, we discuss XX interaction with $\phi_g = 0$ and

$$H_0 = H_{XX,0} = \sum_{m,n > m} J_{m,n} (|\sigma_{gs}^n \rangle \langle \sigma_{gs}^n | + |\sigma_{gs}^m \rangle \langle \sigma_{gs}^m |). \quad \text{(F4)}$$

For illustration, we evaluate the following nested commutators, $[\tilde{H}_{\text{ac, } p}, H_0]$, to access the error contribution due to time-dependent Stark shifts. We find

$$[[\tilde{H}_{\text{ac, } p}, H_0], \tilde{H}_{\text{ac, } p}] = -\sum_{m,n > m} J_{m,n} \left( \frac{\Delta}{\Delta} \right)^2 \left\{ (\tilde{A}_p^m + \tilde{A}_p^m)^2 (\sigma_{gs}^m + \sigma_{gs}^m) + (\tilde{A}_p^m - \tilde{A}_p^m)^2 (\sigma_{gs}^m + \sigma_{gs}^m) \right\} \quad \text{(F5)}$$

$$= -\sum_{m,n > m} J_{m,n} \left( \frac{\Delta}{\Delta} \right)^2 \left\{ (\tilde{A}_p^m)^2 + (\tilde{A}_p^m)^2 \right\} \sigma_{gs}^m \sigma_{gs}^m + 2 \tilde{A}_p^m \tilde{A}_p^m \sigma_{gs}^m \sigma_{gs}^m \quad \text{(F6)}$$

We therefore see that as long as $\Delta_{g} = \Delta_{s}$, there is no error due to time-dependent Stark shifts as a result that both $|g\rangle$ and $|s\rangle$ states are shifted exactly the same way. However, one may find that the atomic level structure for a butterfly scheme dictates that $\Delta_{g} \neq \Delta_{s}$. As a result, we find $[[\tilde{H}_{\text{ac, } p}, H_0], \tilde{H}_{\text{ac, } p}] \neq 0$ even for translational-invariant models, where $\tilde{A}_p^m \equiv \tilde{A}_p$ are independent of sites. This is in contrast to the case of XY Hamiltonians with the Raman field driving only one ground state. It is however still possible to minimize the error contribution by driving with $J > \Delta$ and $\Delta \gg J$, as the criterion needed for sub-lattice models; see main text.

In the case of strong driving with $\Delta_{g} \neq \Delta_{s}$ and $\Delta > J$, the commutator $[[\tilde{H}_{\text{ac, } p}, H_0], \tilde{H}_{\text{ac, } p}]$ can be made as the dominant ‘error’ contribution. Interestingly, as seen from Eq. (F5), this ‘error’ term is in fact also driving XX and YY interactions. It is therefore desirable to take the Stark shift contribution into account while finding the proper pump fields to create the target Hamiltonians.