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ABSTRACT

We introduce a two-stage universal transform code for
image compression. The code combines Karlunen-

Loeve transform coding with weighted universal bit al-
location (WUBA) [1] in a two-stage algorithm anal-
ogous to the algorithm for weighted universal vector
quantization (WUVQ) [2. 3]. The encoder uses a col-
lection of transform / bit allocation pairs rather than a
single transform / bit allocation pair (as in JPEG) or
a single transform with a variety of bit allocations (as
in WUBA). We describe both an encoding algoritlin
for achieving optimal compression using a collection of
transform / bit allocation pairs and a technique for de-
signing locally optimal collections of transform / bit al-
location pairs. We demonstrate performance using the
mean squared error distortion measure. On a sequence
of combined text and gray scale images. the algorithm
achieves up to 2 dB improvement over a JPEG style
coder using the discrete cosine transform (DCT) and
an optimal collection of bit allocations. up to 3 dB im-
provement over a JPEG style coder using the DCT and
a single (optimal) bit allocation. up to 6 dB over an en-
tropy constrained WUVQ with first- and second-stage
vector dimensions equal to 16 and 4 respectively, and
up to 10 dB improvement over an entropy constrained
vector quantizer (ECVQ) with vector dimension 4.

1. INTRODUCTION

Universal source coding is the branch of source coding
theory that describes the existence and performance of
data compression algorithims that are effective not just
on a single source. but on a class of sources. The liter-
ature of universal source coding has recently yielded a
variety of techniques for asymptotically optimal lossy
compression, or quantization. of sources with unknown
or varying statistics. These schemes yield optimal per-
formance as the data sequence length and quantizer
vector dimension grow without bound. Unfortunately.
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the computation associated with using a vector quan-
tizer grows exponentially with the vector dimension,
and thus in practice. “universal”™ vector quantizers are
typically implemented at very small vector dimensions.

Transform coding provides one method of achieving
reasonable complexity codes at high effective vector di-
mensions. In transform coding. the data is transformed
prior to coding. The transformation used is designed
to decorrelate the signal and to compact most of its
energy into a small munber of transform components.
By decorrelating the signal, we remove much of the
benefit of coding vectors rather than coding scalars.
Thus most transform codes follow the transform step
by scalar rather than vector quantization. Since the
transform components are typically of varying magni-
tudes and importances. a “bit allocation algorithm™ is
used to specify the rate at which each component of
the transformed data block will be coded. This rate
description is typically embodied in a quantization ma-
trix. which describes the coarseness with which each
component of the transformed data block will be en-
coded. The optimal bit allocation strategy is data de-
pendent. Given a transform that is cffective at decor-
relating and compacting the signal and a bit alloca-
tion strategy that is well matched to the statistics of
the transformed data. a transform code can achieve an
cffective vector dimension approximately equal to the
transform block size. Further. if the transformation is
not computationally complex. the resulting transform
code will have a much lower complexity than a vector
quantizer with a comparable vector dimension.

The Karhunen-Loeve Transform (KLT) is a data-
dependent transform that achieves optimal decorrela-
tion (all off-diagonal terms of the transformed data’s
covariance matrix are identically equal to zero) and
optimal energy compaction [4]. To date. the KLT has
not been popular in data compression algorithms due
to its data-dependence. Relying solely on traditional
techniques. the transform would have to either be cho-
sen in advance (which means that the statistics of the
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data have to be known in advance) or computed dur-
ing the encoding process and communicated to the de-
coder. which is expensive hoth in terms of computa-
tional complexity and in terms of rate. Given these dif-
ficulties with using the optimal transforni. source code
desiguers to date have relied priunarily on non-optinal.
data-independent transform codes. For example. the
JPEG image coding standard uses the Discrete Cosine
Transform (DCT). which does a good job of approx-
imating the KLT for many natural or simooth images
with high correlation [5] but achieves less success with
low correlation. high contrast images such as images of
text.

We here use universal source coding techniques to
design a universal transform code. a transform code
whose performarnice on every source in some broad class
of sources approaches the performance that would be
achieved if the optimal transform aund the optimal bit
allocation were used for every source encountered. The
algorithim employs a collection of transform / bit al-
location pairs. In Section 2 we describe the weighted
universal transform coding algorithm. Section 3 con-
tains experimental results.

2. THE WEIGHTED UNIVERSAL
TRANSFORM CODING ALGORITHM
(WUTC)

Let #! = (21.....2;) € X! represent an /-dimensional
data vector. If we multiply ' by an I x I invertible
matrix 7', then T represents a linear transform of the
data. If we then scalar quantize the ¢th component of
the resulting transform vector at rate by & = 1.....1
then b' represents a bit allocation strategy. Suppose
that we are given some generic scheme for encoding a
transformed vector Ta:! with bit allocation b*. Then as-
sociated with any transform / bit allocation pair (T bh
is a quantizer C = f o @ with encoder o : X' = §
and decoder 3 : & — X! that together map the in-
put space X! of possible data vectors to the output
space X! of possible reproductions by way of a binary
prefix code 8. Let d(zt, (T.0)) = d(z'. B(a(Tz"))) be
the total distortion achieved by transforming =! with
transform matrix T and then quantizing the resulting
transform domain vector with bit allocation b'. Sim-
ilarly. let r(x!. (T.0Y)) = |a(Tzh)] denote the associ-
ated rate. (While »(z!, (T.b')) equals >, bi on aver-
age. r(z! (T,b4)) will vary with z! in a variable-rate
system.)

We next consider a collection (TlAbli). (Tg.b[é) .....
(Tar.bhy) of transform / bit allocation pairs. Using
the quantization interpretation of a two-stage weighted
universal code [3]. we consider this collection to be a
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codebook: of transform / bit allocation pairs. Thus we
define a -first-stage quantizer” 3 o & with encoder ¢ :.
&Y - § and decoder §: § — C that maps the input
space of possible data blocks 2V to the output space C
of possible transform / bit allocation pairs (T.5%). We
Liere assume that N is a multiple of 1. The flrst-stage
encoder chooses for each N-block a single transform
/ bit allocation pair. We then use the chosen pair to
encode each of the l-vectors in V. In transform codes
like JPEG. N equals the size of a single image. For
many applications, we may want smaller N to allow
the transform / bit allocation pair to change within a
single image. The example of Section 3 uses N = [.
which means that we describe a new transform / bit-
allocation pair for cach data block.

The total distortion associated with encoding data
block =¥ with transform / bit allocation pair [?((}(a:N ))
is

The total rate associated with encoding =¥ includes
both the rate associated with describing the transform
/ bit allocation pair B((2z)) and the rate associated
with using the chosen pair to describe the data. Thus

r(e. Bla(a™)) = laeV ) + 3 ek flateM)).

7=1

Then. using a Lagrangian in order to minimize the
distortion subject to a constraint on the rate. the op-
timal first-stage encoder &* for a given collection of
transform / bit allocation pairs fi is

a* (2N = argminfd(z" . 3(s)) + (2. B(s))]
sES
for every z¥. We call the optimal first-stage encoder a
neurest neighbor encoder.
Likewise. the optimal first-stage decoder B* for a
given first-stage encoder ¢ satisfies

arg min E [d(XN. (T. b))
(T.b))ec

(XN (T )] XY = 5]

G(s)

for every s € S. We call the process of designing the
optimal first-stage decoder decoding to the centroid.
Given that the KLT maximizes the coding gain over
all orthognal transform codes (e.g.. [6. Appendix C]).
we liere set the transform in the optimal transform /
bit allocation pair to the KLT matched to the statis-
tics of the data to be coded. Using this choice we ac-
complish the optimal decorrelation and energy com-
paction for the source in operation. The KLT is cal-
culated as follows. For a given index s. let m! be'the



mean of the ! vectors that mapped to s, ie. ml =

(I/N)Y¥ .o, NJIE[X}|&(XN) = s]. Likewise, let V, be
the correlation matrix a%omated with these vectors,
ie. Vi = (I/N) T, NIE[(X)(XD|a(X") = .
Then the transform T has, in the first row. the eigen-
vector corresponding to the largest eigenvalue of Vj, in
the second row, the eigenvector corresponding to the
second largest eigenvalue, and so on.

Given a transform, the optimal bit allocation may
be accomplished by an optimal bit-allocation design
algorithm. For example, if the individual components
of the transform data block are scalar quantized and
then described using independent entropy codes, as in
the example of [1], then each term in the quantization
matrix may be chosen independently to minimize the
Lagrangian performance associated with that compo-
nent.

The WUTC design algorithm employs an iterative
descent technique to minimize the expected Lagrangian
performance. We initialize the algorithm with an ar-
bitrary prefix code S and collection {3(3) : § € S} of
transform / bit allocation pairs. Each iteration pro-
ceeds through three steps which we enumerate below.

1 Nearest Neighbor Encoding. Optimize the first-
stage encoder @ for the given first-stage decoder
and prefix code S.

2 Decoding to the Centroid. Optimize the first-stage
decoder  for the newly redesigned first-stage en-
coder and the given first-stage prefix code S.

3 Optimizing the Prefiz Code. Optimize the first-
stage prefix code S for the newly redesigned first-
stage encoder & and decoder B . The optimal prefix
code s™ for a given first-stage encoder & and decoder
3 is the entropy code matched to the probabilities
P{a(XM) = s}, for which the ideal codelengths are

|s*| = —log P{&(XY) = s}.

Each step of the algorithm decreases the expected
Lagrangian performance. Since the Lagrangian perfor-
mance cannot be negative, the algorithm is guaranteed
to converge. The proposed algorithm therefore guar-
antees a locally optimal solution.

3. EXPERIMENTAL RESULTS

In Figure 1, we compare the performance of the WUTC
and WUBA algorithms to the performance of single
KLT / bit allocation pair and the performance of a
DCT-based code analogous to the JPEG algorithm.
All transform code implementations discussed here use
independent entropy codes to losslessly encode each
quantized coefficient. WUTC and WUBA contain 64
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Figure 1: Comparison of SQNR results on a collection
of combined text and gray scale images. The systems
tested include WUTC (stars with solid line), WUBA
(circles with solid line), a single bit allocator system
with a single KLT ('x’s with dashed line) and with the
DCT (circles with dashed line), entropy constrained
WUVQ with a maximum of 256 codebooks and 4 code-
words per codebook and first- and second-stage vector
dimensions equal to 16 and 4 respectively ('x’s with
dotted line). and ECVQ with vector dimension equal
to 4 (stars with dashed line).



transform / bit allocation pairs and bit allocations re-
spectively, and N = [ = 64 for all experiments. Each
system was trained on a single 2048 pixel by 2048 pixel
image scanned from a page of IEEE Spectrum Maga-
zine and tested on another page from the same issue.
Each page had roughly equal amounts of text and gray
scale material. All rates are reported in terms of en-
tropy. WUTC achieves up to 2 dB improvement over
WUBA. up to 3 dB improvement over a single bit allo-
cation system. up to 6 dB improvement over WUVQ.
and up to 10 dB improvement over ECVQ. The per-
formance curves for all transform coding systems can
be expected to shift slightly to the left if they use a
lossless code more efficient than independent entropy
coding. such as the JPEG code (run-length followed
by Huffman coding) or a zerotree code. In Figure 2,
we compare the performance of the WUTC to the per-
formance of an optimal transform code with a single
transform / bit allocation pair. The image used is in-
dependent of the test set.
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Figure 2: Results of optimal single transform coding
and optimal universal transform coding on a single
mixed text and image file. The top image is the origi-
nal. The middle image results from optimal transform
coding using a single transform and bit allocation and
rate of 0.20 bits per pixel. The bottome image results
from universal transform coding using 64 transform /
bit allocation pairs and rate 0.23 bits per pixel.
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