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Abstract: A number of topics in multirate digital signal processing such as decimation and interpolation, polyphase structures, power-complementary and $M$th band filters, and digital filter banks are reviewed here. Maximaly decimated digital filter banks are emphasized, and the problem of perfect-reconstruction reviewed. The role of FIR lossless systems in this context is also reviewed.

I. INTRODUCTION

Over the last decade, there has been a steady growth of interest in the multirate processing of digital signals. Key developments in this context include the polyphase formulation [1], multi-stage decimation and interpolation [2], and multirate analysis/synthesis systems [3-7] commonly called the quadrature mirror filters. Applications of multirate systems include subband coding of speech and image signals [3,10,15-17] spectrum analysis [3,11] and voice privacy systems [12], to name a few. In this paper, we review some of the important concepts in multirate signal processing, with emphasis on filter banks.  

II. BASIC BUILDING BLOCKS

Two of the most basic building blocks used in multirate systems are the decimator and the interpolator shown in Fig. 1. A $M$-fold decimator takes an input sequence $x(n)$ and retains only samples that occur at times which are multiples of $M$. The input output relation is therefore $y(n) = x(Mn)$. As shown in standard references [13, page 82] and [5, page 54], the $z$ transform of $y(n)$ is

$$Y(z) = \frac{1}{M} \sum_{k=0}^{M-1} X(z^{1/M} W^k)$$

(1)

where $W = e^{-j2\pi/M}$. With $z = e^{j\omega}$, (1) becomes

$$Y(e^{j\omega}) = \frac{1}{M} \sum_{k=0}^{M-1} X(e^{j\omega - 2\pi k})$$

(2)

which shows that $Y(e^{j\omega})$ is a sum of $M$ uniformly shifted versions of an $M$-fold stretched version of $X(e^{j\omega})$. Fig. 2(a) depicts this idea for $M = 2$. Next, an $M$-fold interpolator, indicated by the symbol of Fig. 1(b), has the following input-output relationship:

$$y(n) = \begin{cases} x\left(\frac{n}{M}\right) & n = \text{mul of } M \\ 0 & \text{otherwise} \end{cases}$$

(3)

In the transform domain this is equivalent to

$$Y(z) = X(z^M) \text{ or } Y(e^{j\omega}) = X(e^{j\omega M}).$$

(4)

So $Y(e^{j\omega})$ is merely a compressed version of $X(e^{j\omega})$. Since $X(e^{j\omega})$ is periodic with period $2\pi$, the function $Y(e^{j\omega})$ has period $2\pi/M$ (see Fig. 2(b)).

If a decimator is followed by an interpolator as in Fig. 3(a), the overall effect is as illustrated in Fig. 3(b). We now have multiple copies of the input spectrum $X(e^{j\omega})$, and successive copies can possibly overlap.

Aliasing and Imaging. If $x(n)$ is bandlimited to $-\pi/M < \omega < \pi/M$, (more generally $a < \omega < a + 2\pi/M$) then there is no overlap among the terms on the RHS of (2). So the shaded areas in Fig. 3(b) are absent, and we can recover $x(n)$ from the signal $y(n)$ of Fig. 3(a) by using a lowpass (more generally, bandpass) filter with passband region $|\omega| < \pi/M$ (more generally $a < \omega < a + 2\pi/M$). If $x(n)$ does not conform to this bandwidth requirement, there is an overlap between various terms in (2). This results in appearance of the shaded areas in Fig. 3(b); we cannot recover $x(n)$ from $y(n)$ of Fig. 3(a) anymore.

The multiple appearance of a compressed version of $X(e^{j\omega})$ caused by an interpolator (Fig. 2(b)) is termed imaging (the repetitions are images). Thus a decimator can cause aliasing and an interpolator causes imaging.

Decimation and Interpolation filters. A decimation filter is typically a lowpass filter preceding a $M$-fold decimator, to bandlimit the signal and reduce the aliasing effect. An interpolation filter, on the other hand, follows an interpolator, the purpose being to eliminate images. These are lowpass filters with cutoff $\pi/M$.

III. DIGITAL FILTER BANKS

An analysis filter bank is a collection of filters $H_k(z), 0 \leq k \leq M-1$ which splits a signal $x(n)$ into $M$ subband signals $z_k(n), 0 \leq k \leq M-1$ (Fig. 4(a)). For the case of $M = 3$, typical responses of $H_k(z)$ are shown in Fig. 4(c). In this plot, it is assumed that the coefficients of $H_k(z)$ are real so that there is magnitude-symmetry with
Polyphase structures

Consider a simple transfer function of the form \( H(z) = 1 + z^{-1} \) which has the frequency response magnitude \( |H(e^{j\omega})| = 2 \cos(\omega/2) \) which is lowpass. Note that we can write \( H(z) \) in the form

\[
H(z) = E_0(z^2) + z^{-1} E_1(z^2)
\]

(5)

where \( E_0(z) = E_1(z) = 1 \). The functions \( E_0(z) \) and \( E_1(z) \) are clearly allpass (though trivial). This opens up a question: can an arbitrary lowpass filter be realized as a sum of allpass polyphase components? The answer is a qualified yes as we shall see.

Let \( h(n) \) be the impulse response of a 'good' lowpass filter with cutoff at \( \pi/2 \). Define \( e_0(n) = h(2n) \) and \( e_1(n) = h(2n + 1) \). Clearly the transforms \( H(z) \), \( E_0(z) \) and \( E_1(z) \) are related to the inputs of decimators whose input sequences are \( h(n) \) and \( h(n + 1) \) respectively. Accordingly, we expect \( E_0(e^{j\omega}) \) and \( E_1(e^{j\omega}) \) to be stretched versions of \( H(e^{j\omega}) \). Since the latter is lowpass with cutoff at \( \pi/2 \), we see that \( E_0(z) \) and \( E_1(z) \) are approximately allpass. In summary, a good lowpass filter with cutoff frequency \( \pi/2 \) can be written as

\[
H(z) = \sum_{t=0}^{M-1} z^{-t} E_t(z^M)
\]

(6)

where \( E_t(z) \) are approximations to allpass functions.

In order to get more 'feel' for the operation of (6), let us write \( E_t(e^{j\omega}) \) for each \( t \) as \( E_t(e^{j\omega}) = e^{i\theta_t(\omega)} \) which represents the allpass nature. From here we see that in the passband region \( |\omega| < \pi/M \) the phase responses of the 'allpass' functions \( z^{-t}E_t(z^M) \) are aligned while in the stopband, the phases are such that the sum (6) has nearly zero magnitude. This is the origin of the polyphase concept.

We shall now make formal definitions in a more general manner so as to expand the usefulness of the polyphase concept. Let \( H(z) \) be any transfer function with impulse response \( h(n) \). Define the \( M \) sequences

\[
e_t(n) = h(t + Mn), 0 \leq t \leq M - 1,
\]

and let

\[
E_t(z) = \sum_{n=-\infty}^{\infty} e_t(n)z^{-n}.
\]

(8)

Then \( E_t(z) \), \( 0 \leq t \leq M - 1 \) are said to be the \( M \) polyphase components of \( H(z) \). By definition of these components (6) is valid, and will be called the \( (M,0) \) polyphase representation of \( H(z) \). A second type of polyphase representation is of the form \( H(z) = \sum_{t=0}^{M-1} z^{-t(M-1)} R_t(z^M) \). This representation is more convenient in dealing with interpolation filters and synthesis bank filters.

In order to appreciate the usefulness of the polyphase representation, we indicate two useful identities [3] in Fig. 5. These hold for any \( G(z) \).

Decimation and interpolation filter implementation. Consider Fig. 6(a) which represents a decimation filter followed by an \( M \)-fold decimator. Suppose \( H(z) \) is written in the form (6). We can then redraw Fig. 6(a) as in Fig. 6(b) (use the identity in Fig. 5(a)). In this implementation, each filter \( E_t(z) \) is operating at \( M \) times lower rate (compared to the input sampling rate). By using a similar development, an interpolation filter following an interpolator can be implemented efficiently. Useful commutator models for these can be found in [3, Ch. 3].

The uniform DFT filter bank

An advantage of the polyphase representation is the amazing efficiency with which we can construct a filter bank at the cost of essentially one single filter. Consider Fig. 7 which represents a system with one input \( x(n) \) and \( M \) outputs \( y_k(n) \), \( 0 \leq k \leq M - 1 \). Here the signals \( y_k(n) \) are related to the signals \( x(n) \) by

\[
y_k(n) = \sum_{l=0}^{M-1} W^{-kl} x(n)/M.
\]

If we define \( H_k(z) = y_k(z)/X(z) \) for \( 0 \leq k \leq M - 1 \), we then see that the relation \( H_k(z) = H_k(z^M) \) is true. In other words, \( H_k(z^M) \) is a shifted version of the prototype response \( H_0(z) \). In this way, \( M \) filters with uniformly shifted frequency responses that together fill the entire range \( 0 \leq \omega < 2\pi \) are obtained. Note that \( H_0(z) \) is equal to \( \sum_{t=0}^{M-1} z^{-t} E_t(z^M)/M \). The cost of the filter bank in Fig. 7 is equal to the cost of the prototype filter \( H_0(z) \) plus the IDFT-computational cost. This is almost always much less that \( M \) times the cost of implementing \( H_0(z) \).

A more general scheme can be derived from Fig. 7 by replacing the DFT with a generalised DFT (GDFT, [3]). This results in analysis filters with the 0th filter not necessarily centered at \( \omega = 0 \). By appropriate choice of the GDFT matrix, the coefficients of \( H_k(z) \) can be made equal to the conjugates of those of \( H_{M-1-k}(x) \) for \( 0 \leq k \leq M - 1 \). By combining pairs of filters \( H_k(z) \) and \( H_{M-1-k}(x) \), it is possible to obtain a filter bank with \( M/2 \) filters (\( M \) even), having real coefficients.

Power complementary filters. The set \( H_k(z) \), \( 0 \leq k \leq M - 1 \) is said to be a power complementary (PC) set if \( \sum_{k=0}^{M-1} |H_k(e^{j\omega})|^2 = c \) for all \( \omega \), where \( c \neq 0 \) is a constant. By analytic continuation we conclude that such a system satisfies \( \sum_{k=0}^{M-1} H_k(z)H_k(z) = c \) for all \( z \). Consider now an analysis filter bank as in Fig. 4(a), where the filters form a PC set. If this analysis bank is followed by a synthesis bank as in Fig. 4(b) (i.e., if \( v_k(n) = z_k(n) \)) with the synthesis filters chosen as \( F_k(x) = z^{-M} H_k(x) \) then the output of the synthesis bank is given by \( \hat{X}(z) = z^{-M} \sum_{k=0}^{M-1} H_k(z)H_k(z)X(z) \) which reduces to \( z^{-M}X(z) \). In other words, the subband signals \( z_k(n) \) can be combined in this manner to get back the original \( x(n) \). If \( H_k(z) \) is FIR, then the above choice of \( F_k(z) \) results in stable (in fact FIR) synthesis filters whose impulse response coeff-
coefficients are obtained by time reversal of the coefficients of $H_k(z)$. Such error-free recovery of $z(n)$ becomes a more challenging problem if we have $M$ fold decimators following the subband signals. This topic is handled in Sec. V.

**Mth band transfer functions.** Let $H(z)$ be a zero-phase FIR filter, so that the impulse response $h(n)$ is symmetric with respect to $n = 0$. This is said to be an $M$th band filter [8] if $h(nM) = 0$ for $n \neq 0$. The polyphase component $E_0(z)$ is a constant, equal to $h(0)$. For arbitrary-phase FIR filters and IIR filters, the $M$th band definition can be appropriately extended. $M$th band filters are also called Nyquist filters and find applications in interpolation and intersymbol interference minimization. A key mathematical property [8] of these filters is the following: $\sum_{k=0}^{M-1} H(zW^k) = M h(0)$. As a simple application of this property, imagine that the analysis-bank filters $H_k(z)$ in Fig. 4(a) have been chosen to be

$$H_k(z) = H(zW^k)$$

(as in a uniform DFT bank) where $H(z)$ is an $M$th band lowpass filter. Then the original signal $z(n)$ can be recovered simply by adding the subband signals (and scaling the result).

**Examples where filter banks arise**

Perhaps the earliest use of filter banks was in subband coding techniques, which proved to be very promising in low bit-rate speech coding [15,3,17]. Subsequently the same ideas have also been applied in image coding [10], and in voice privacy systems [12]. Another situation where these systems arise (either as conceptual models or as practical structures) is in spectrum analysis [3], particularly in the context of short-time Fourier transformation [11]. Finally, the filter bank framework has recently been used [32] for derivation of new forms of sampling theorems, with possible applications again in signal compression.

The most commonly used type of filter bank is the analysis/synthesis system of Fig. 8, which is also called the maximally decimated quadrature mirror filter (QMF) bank [4-6,14,17,18]. The adjective *maximally* derives from the fact that decimation by a larger factor (than $M$) will result in loss of information about the signal.

**IV. IMPERFECTIONS IN FILTER BANKS**

In the QMF bank of Fig. 8, a common requirement is to make $\hat{X}(z)$ close to $X(z)$ in some well defined sense. It is not possible to avoid aliasing because the filters $H_k(z)$ are not ideal bandpass filters. The filters $F_k(z)$ can however be chosen to effect a cancelation between alias components from the key relations (1),(4) we get [4-7,14]

$$\hat{X}(z) = \frac{1}{M} \sum_{t=0}^{M-1} X(zW^t) \sum_{k=0}^{M-1} H_k(zW^k)F_k(z).$$

The terms with $t \neq 0$ represent the alias components. If these can be successfully cancelled off by some means then the system is time-invariant with transfer function

$$T(z) = \frac{\hat{X}(z)}{X(z)} = \frac{1}{M} \sum_{k=0}^{M-1} H_k(z)F_k(z).$$

This function is called the Overall Transfer Function (OTF) or the Distortion Transfer Function (DTF). If $T(z)$ is allpass, the signal $\hat{z}(n)$ is free from amplitude distortion; if $T(z)$ has linear-phase then $\hat{z}(n)$ is free from phase distortion. Finally, if $T(z)$ is a pure delay (i.e., $T(z) = cz^{-n_0}$) then $\hat{z}(n)$ is free from linear distortions of all kinds. We then have $\hat{z}(n) = cz(n - n_0)$, which is called the perfect-reconstruction property.

**The Alias-Component matrix.** Let us define $H_k(z)E_0(zW^k)$. The matrix $H(z) = [H_k(z)]$ is called the alias-component (AC-)matrix. Using this, the conditions for absence of aliasing can be written as a matrix vector equation, as in [4, page 316]. If the analysis bank is of the uniform DFT type, $H(z)$ turns out to be a circulant, which enables one to obtain simple closed form expressions for synthesis filters, as shown in [18].

In the two-band case (10) reduces to

$$\hat{X}(z) = \frac{1}{2} [H_0(z)F_0(z) + H_1(z)F_1(z)]X(z) +$$

$$\frac{1}{2} [H_0(-z)F_0(z) + H_1(-z)F_1(z)]X(-z).$$

The second term (which has $X(-z)$) represents aliasing. Clearly, if the synthesis filters are confined as $F_0(z) = H_1(-z)$ and $F_1(z) = -H_0(-z)$ this term vanishes and

$$T(z) = \frac{1}{2} [H_0(z)H_1(-z) - H_1(z)H_0(-z)].$$

The earliest types of QMF banks employed this idea and in addition confined the analysis filters such that

$$H_1(z) = H_0(-z)$$

so that if $H_0(z)$ is lowpass then $H_1(z)$ is highpass. With this constraint we have

$$T(z) = \frac{1}{2} [H_0^2(z) - H_0^2(-z)].$$

Under these conditions, if $H_0(z)$ is a linear-phase FIR filter this ensures that $T(z)$ has linear-phase, eliminating phase distortion. On the other hand, if we wish to eliminate only amplitude distortion (and tolerate phase distortion) how shall we proceed? Let us express $H_0(z)$ as

$$H_0(z) = E_{oo}(z^2) + z^{-1}E_{o1}(z^2).$$

The distortion function (15) can then be expressed as $T(z) = 2z^{-1}E_{oo}(z^2)E_{o1}(z^2)$. This gives us a nice hint: if we wish

$$^{3}$$

3In practice, even if all linear distortions are eliminated, $\hat{z}(n)$ will suffer from errors caused by nonlinear operations such as quantization and coding. For the rest of this paper, we shall ignore this error.
to force $T(z)$ to be allpass (rather than a linear-phase function), this can be done by restricting $E_0(z)$ and $E_1(z)$ to be allpass. In other words, if the polyphase components of $H_0(z)$ are allpass, phase distortion is absent.

In summary if $H_0(z)$ and $H_1(z)$ are such that

$$
H_0 = \frac{1}{2} [a_0(z^2) + z^{-1} a_1(z^2)], \quad H_1 = \frac{1}{2} [a_0(z^2) - z^{-1} a_1(z^2)]
$$

(17)

where $a_0(z)$ and $a_1(z)$ are IIR allpass, then after canceling aliasing, $\hat{\xi}(n)$ is free from amplitude distortion since $T(z) = \frac{1}{2} z^{-1} a_0(z^2) a_1(z^2)$. The specific forms (17) of IIR filters are not very restrictive. It is known, for example, where the analysis (and synthesis) filters have real coefficients and some transition, this can be done by restricting filters of odd order are in this form [19-22].

For the $M$ band case, Rothweiler [17] has proposed a scheme for alias-cancelation by making certain valid assumptions about the behavior of alias-components. To understand this, first note that when the output of the filter $H_0(z)$ is decimated by $M$, the alias-components are $H_k(z^{Mk})X(z^{Mk})$, $1 \leq k \leq M - 1$. Of these, some components (Type 1) fall within the stopband of $F_k(z)$ and some (Type 2) fall within the transition band of $F_k(z)$. If $F_k(z)$ is a good bandpass filter with essentially the same spectral occupancy as $H_k(z)$, we can assume that Type 1 components have been well-attenuated. It then remains only to cancel off the Type 2 components. Now, if each of the analysis (and synthesis) filters has real coefficients (so that $H_k(z^{Mk})$ is symmetric with respect to $x$), there is an overlap of the Type 2 alias components for successive values of $k$. This fact in ingeniously exploited in [17] for canceling these components, in the FIR case. The resulting filter bank system is approximately alias-free, and has the usual distortion function (11).

A problem of natural interest in design of QMF banks is this: how do we simultaneously eliminate aliasing, amplitude and phase distortions completely? A novel technique for this was reported by Smith and Baraewell [23] (see also [24]) for the $M = 2$ case. For $M \neq 2$, if $M$ is a power of two, one can build a binary tree structure [23], which is free of all distortions. For the case of arbitrary $M$, a procedure has been reported in [7] for designing perfect reconstruction QMF banks. It turns out that the results in [23] can also be interpreted using the lossless AC-matrix framework developed in [7]. To economize space we shall therefore move on directly to this topic.

V. PERFECT-RECONSTRUCTION FIR FILTER BANKS

The method proposed in [23] for two-band FIR perfect-reconstruction filter banks results in an AC-matrix with a particular algebraic property called losslessness. This observation was made in [7], and was then used to design FIR perfect reconstruction systems for arbitrary $M$. Other interesting results on perfect reconstruction, such as [25], will not be elaborated here for want of space.

Perfect reconstruction for arbitrary $M$

Fig. 9 shows a maximally decimated $M$ band analysis/synthesis system with analysis filters $H_0(z) = z^{-M-1}$ and synthesis filters $F_k(z) = z^{-(M-k-1)}$. This system serves as a theoretical model, which can be used to understand and analyze more complicated QMF banks. First notice that this is a perfect reconstruction system because, each of the $M$ branches transmits one out of $M$ subsequences of $x(n)$, and these subsequences are nicely interleaved by the interpolator and the chain of delays. It can be formally proved for this system that $\hat{\xi}(n) = \xi(n - M + 1)$.

Next refer back to Fig. 8. Each analysis filter $H_k(z)$ can be expressed in terms of its polyphase components as $H_k(z) = \sum_{l=0}^{M-1} z^{-l} E_{kl}(z^M)$. Similarly each synthesis filter can be expressed as $F_k(z) = \sum_{l=0}^{M-1} z^{-l} R_{kl}(z^M)$. Defining the $M \times M$ matrices $E(z) \triangleq [E_{kl}(z)]$ and $R(z) \triangleq [R_{kl}(z)]$, we can rewrite Fig. 8 as in Fig. 10(a). Here $E(z)$ and $R(z)$ are termed as the polyphase component matrices. By using the identities in Fig. 5, we can reconfigure Fig. 10(a) as in Fig. 10(b) where $P(z) = \Re(R(z))E(z)$.

Since Fig. 10(b) is merely a redrawing of Fig. 8, it holds for any maximally decimated QMF bank. If $P(z)$ happens to be of the form $P(z) = cz^{-1}$ then the delay $cz$ can be moved past the interpolator and the system reduces to the one in Fig. 9 (with the additional delay of $cz^{-M}$ connected to the output). Conclusion: a QMF bank gives rise to perfect reconstruction, if its $P(z)$ matrix is of the form $cz^{-1}$.

How shall we enforce the condition $P(z) = cz^{-1}$ in practice? One procedure would be to define $R(z) = E^{-1}(z)$ and then construct the expressions for $F_k(z)$. The difficulty of this approach in general is that, even if the entries of $E(z)$ are FIR, the entries of $R(z)$ can be IIR, which in addition are not guaranteed to be stable. A partial solution to this difficulty is provided by constraining $E(z)$ to be such that $\det E(z)$ is a delay. This guarantees that $R(z)$ and hence $F_k(z)$ are FIR. But the entries of $R(z)$ in general are polynomials of much higher order than those of $E(z)$. This difficulty can be overcome by constraining $E(z)$ to be a lossless matrix, which we shall describe next.

Lossless transfer matrices. A $p \times r$ rational transfer matrix $H(z)$ is said to be lossless if it is stable and satisfies $H^H(z)H(z) = cI$ for some constant $c$. So a lossless matrix $H(z)$ is unitary on the unit circle. This implies, by analytic continuation, that $H(z)H^H(z) = cI$ for all

$^*$$^*$We consider only causal systems [13], so stability is equivalent to restricting the poles of all entries of $H(z)$ to be inside the unit circle.
values of $z$. It is important to notice that losslessness of $H(z)$ implies that of $H^T(z)$ if and only if $p = r$.

An immediate application of this definition is the following: consider the QMF bank of Fig. 8 with FIR $H_k(z)$. Suppose the $M \times M$ polyphase component matrix $E(z)$ in Fig. 10(a) is lossless. Then $E(z)E(z) = cI$ so that $E^{-1}(z) = c^{-1}E(z) = c^{-1}E^T(z^{-1})$. As a result, if the synthesis-bank polyphase-component matrix $R(z)$ is taken as

$$R(z) = z^{-r}E^T(z^{-1})$$  \hfill (18)

then the QMF bank is a perfect reconstruction system. Here $r$ is large enough to avoid non causal entries in $R(z)$. With $R(z)$ defined as in (18), it is easy to show [7, page 482] that the synthesis filters are FIR of the same length as $H_k(z)$:

$$F_k(z) = dz^{-d}H_k(z^{-1})$$  \hfill (19)

where $d$ and $\beta$ are constants of no fundamental importance.

Other consequences of losslessness. If $E(z)$ is lossless then the AC-matrix $H(z)$ (see Sec. V) is lossless (and in fact the converse is also true; for proof see [7, page 481]). As a result the $k$th column of $H(z)$ satisfies the property

$$\sum_{k=0}^{M-1} H_k(z^{M-k})H_k(z^k) = c \quad \text{for all } z$$  \hfill (20)

for $0 \leq k \leq M - 1$. Since $H(z)$ is square, $H^T(z)$ is lossless as well, so the 0th row of $H(z)$ satisfies

$$\sum_{k=0}^{M-1} H_k^T(z)H_k(z) = c \quad \text{for all } z.$$  \hfill (21)

Eqn (21) says that the set of analysis filters forms a power-complementary set (Sec. III), whereas (20) says that each analysis filter $H_k(z)$ is a spectral factor of an $M$th band filter $G_k(z)$. See Sec. III).

Determinant of a lossless matrix. If $E(z)$ is lossless, then the determinant $\det E(z)$ is stable and all-pass [7, page 491]. In particular if $E(z)$ is FIR then we have

$$\det E(z) = cz^{-(K-1)}$$  \hfill (22)

where $c$ is some constant and $K > 0$ is an integer.

The degree of a lossless transfer matrix. The degree of any transfer matrix, by definition, is the minimum number of scalar delay elements (i.e., building blocks of the form $z^{-1}$) required to implement $E(z)$. For example, if $E(z) = z^{-1}$ then the degree is $M$ because one scalar delay is required to connect each input to the corresponding output. For an $M \times M$ lossless system, the degree of $E(z)$ is equal to the degree of $E(z)$, i.e. [20,27],

$$\deg E(z) = \deg \det E(z)$$  \hfill (23)

This result is not true for arbitrary (i.e., non-lossless) $E(z)$. Notice finally, that if $E(z)$ is FIR and lossless then its degree is equal to $K - 1$ where $K$ is the integer appearing in the determinant (22).

The design problem. In order to design an FIR QMF bank based on the above ideas, the impulse response coefficients $h_k(n), 0 \leq k \leq M-1$ of the analysis filters should be chosen such that a) the filters $H_k(z)$ have good stopband attenuation, and b) the matrix $E(z)$ is lossless. This is then a constrained optimization problem. The coefficients of the matrix $E(z)$ should be optimized to maximize an objective function such as

$$\Phi \triangleq \sum_{k=0}^{M-1} \int_{\text{stopband}} |H_k(e^{j\omega})|^2 d\omega$$  \hfill (24)

under the constraint that $E(z)$ be lossless. Notice that losslessness of $E(z)$ restricts $H_k(z)$ to satisfy (21) so that minimization of (24) also ensures good passbands for $H_k(z)$.

Parameterization of lossless matrices

It is clear then, that the success of the design problem hinges upon our ability to write down a closed form expression for $M \times M$ FIR lossless matrices. The closed form expression should have the following features: First, every $M \times M$ FIR lossless matrix of degree $\leq K-1$ should be obtainable from the expression for appropriate values of the parameters. Second, as long as the parameters in the expressions are bounded in a well-defined way, the expressions should represent a lossless system. This will enable us to optimize the parameters on a computer without worrying about losing the losslessness of $E(z)$. Finally, the number of parameters should be minimum (for a give $M$ and $K - 1$) so as to minimize the optimization effort.

Such a parameterization using angles has been outlined in [28], based on a state-space approach. For any set of real-valued parameters, the expression faithfully represents a lossless system. The only disadvantage of the parameterization in [28] is that, it involves computation of cosines and sines of these angles. Several such computations are required during each evaluation of the objective function (24) resulting in fairly large computer time for the constrained optimization to converge.

An improved parameterization. We now outline a different parameterization, which is free from this disadvantage, because it does not involve angles. This leads to faster and easier-to-implement optimization programs.

As a first step, let us construct a mathematical expression for the most general degree-one $M \times M$ causal FIR lossless system. Clearly $E(z)$ must have the form $E(z) = e(0) + z^{-1}e(1)$. This is required to be unitary for $z = e^{j\omega}$, in particular for $z = 1$. So we can write $E(z) = (1 - z^{-1})S + R$ where $R$ is a constant unitary matrix. We can then show that $E(z)$ satisfies $E(z)E(z) = I$ if and only if $SS^T + SR^T = 0$. After simplification we conclude that $E(z)$ is lossless if and only if it can be expressed as $E(z) = [I - SS^T + z^{-1}SS^T]R$. Further simplification is possible: it can be shown [20] that the rank of $S$ cannot exceed one, so that $SS^T$ can be rewritten as $vv^T$ for some $M \times 1$ vector $v$. It can also be shown that the norm of $v$ should be unity. A more complete treatment is given in [20], proving the following lemma.
Lemma: A degree-one \( M \times M \) causal FIR system is lossless if and only if it can be written in the form
\[
E(z) = (I - vv^H + z^{-1}vv^H)R.
\] (25)
where \( R \) is \( M \times M \) unitary and \( v \) is a column vector of unit norm.

If we now multiply degree-one systems of this form, we can construct FIR lossless systems of higher degree. In fact more is true: any FIR lossless systems of any degree can be obtained in this manner. To be more precise, we have the following result [26]:

Theorem: An \( M \times M \) causal FIR system of degree \( K - 1 \) is lossless if and only if it can be written in the form
\[
E(z) = G_{K-1}(z)G_{K-2}(z) \cdots G_1(z)R
\] (26)
with
\[
G_n(z) = [I - v_nv_n^H + z^{-1}v_nv_n^H]
\] (27)
where \( R \) is \( M \times M \) unitary, and \( v_n \) are \( M \times 1 \) unit-norm vectors.

According to the theorem, every \( M \times M \) causal FIR lossless system of degree \( K - 1 \) can be written as in (26) and conversely, the form (26) implies that \( E(z) \) is such a lossless system!

Number of design-freedoms. How many degrees of freedom can we exercise while designing a degree \( K - 1 \) FIR lossless system? We see that each vector \( v_n \) has \( M \) complex components, and \( R \) has \( M^2 \) complex entries. So there are \( 2M(K - 1) + 2M^2 \) real numbers involved in (26). However, the number of freedoms is smaller than this for two reasons. First, \( v_n \) has unit norm, and so has only \( 2M - 1 \) real-valued freedoms. Second, \( R \) is unitary and hence has only \( M^2 \) real-valued freedoms (see [29]). The number of design freedoms which should be optimized while designing the analysis filters is therefore equal to \( N_f = M^2 + (K - 1)(2M - 1) \). If the filter coefficients are restricted to be real, then this number becomes \( N_{f,real} = (M^2) + (K - 1)(M - 1) \).

Summarizing, the perfect-reconstruction QMF analysis bank design would proceed as follows: confine \( E(z) \) to be as in (26). Optimize the \( N_f \) (or \( N_{f,real} \)) parameters to minimize (24). This should result in optimal analysis filters. The synthesis filters are then obtained from (19). Fig. 11 shows the analysis-filter responses for a design example of this type (with \( M = 3 \)), with real-coefficient filters. The three FIR analysis filters have length 56 each. The optimization took 213 cpu seconds on a VAX 11/750 (corresponding to about 4 minutes 'real time' during peak load hours). The initialization of the \( N_{f,real} \) parameters was performed by using the eigenfactors approach [50].

VI. RELATION TO OTHER TOPICS

It has been shown in [9] that the set of necessary and sufficient conditions for the QMF bank of Fig. 8 to be alias free is that the matrix \( P(z) \) should have an algebraic structure called the pseudocirculant structure. This pseudocirculant property is closely related to the theory of block-processing [34-36]. To be more specific, the \( M \times M \) blocked version [36] of any scalar transfer function must be a pseudocirculant. This same pseudocirculant property also arises as a necessary and sufficient condition for a linear periodically time-varying system to be time invariant. These relations are studied in [9].

There is a close relation between sampling theorems and the theory of signal reconstruction in the filter bank of Fig. 8. This relation is studied in [32], by using the polyphase framework.

References:
June 1984.


Fig. 5. Useful multirate identities.

Fig. 6. Efficient implementation of a decimation filter, using the polyphase network approach.

Fig. 7. A uniform DFT analysis-filter bank.

Fig. 8. The M-band maximally-decimated analysis/synthesis (QMF) bank.

Fig. 9. A simple perfect-reconstruction analysis/synthesis system.

Fig. 10. Redrawing of Fig. 9, with polyphase matrices.

Fig. 11. Magnitude response in dB versus normalized frequency, for optimized analysis filters.