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Abstract

We present a theoretical model for the effect of symmetry breaking introduced by the doping of semiconductor nanocrystals with Coulomb impurities. The presence of a Coulomb center breaks the nanocrystal symmetry and affects its optical properties through mixing of the hole spin and parity sublevels, breaking the selection rules responsible for the exciton dark state in undoped nanocrystals. After reviewing the effects on the exciton fine structure and optical selection rules using symmetry theory, we present a perturbative model to quantify the effects. We find that the symmetry breaking proceeds by two mechanisms: First, mixing by even parity terms in the Coulomb multipole expansion results in an exciton fine structure consisting of three optically active doublets which are polarized along \( x \), \( y \) and \( z \) axes with a ground optically passive dark exciton state, and second, odd parity terms which break inversion symmetry significantly activate optical transitions which are optically forbidden in the
unperturbed nanocrystal due to both spin and parity selection rules. In the case of
small sized “quasi-spherical” nanocrystals, introduction of a single positively charged
Coulomb center is shown here to result in significant enhancement of the radiative
decay rate at room temperatures by up to a factor of ten.

**Introduction**

Significant current interest in semiconductor nanocrystals (NCs) is connected with their po-
tentially useful electronic and optical properties. The broad tunability of their absorption
and photoluminescence, which is mainly controlled by just one synthetic parameter – the
NC size,

and is longer in the other studied NCs, made

of A3B5 and A2B6 direct gap semiconductors.6,7 It is clear that the ability to reduce the
radiative decay time by one order of magnitude would open a path to new potential appli-
cations or increase the efficiency of the others in areas such as lighting, display technology
and nanophotonics by enabling enhanced emission efficiency and stronger exciton-photon
coupling.

The relatively long radiative decay of CdSe and other semiconductor NCs as well as in var-
ious NC heterostructures is connected with the well-established fact that the ground exciton
state in these nanostructures is an optically forbidden –dark– exciton. Indeed in a spherical
shape NC made of direct gap semiconductors with cubic or zinc-blende lattice structures the
ground exciton level is an optically forbidden state with total angular momentum 2, five-fold
degenerate with respect to the total angular momentum projections \( \pm 2, \pm 1 \) and 0. The
upper, optically active, exciton level has total angular momentum 1, which is three-fold de-
generate with respect to the total angular momentum projections \( \pm 1 \) and 0, and is separated
from the ground exciton level by the electron-hole exchange energy $4\eta$.\textsuperscript{8,9} The enhancement by spatial confinement of the exchange energy is inversely proportion to the NC volume\textsuperscript{9,10} $4\eta \sim 1/a^3$, where $a$ is the NC radius, and in small nanocrystals, due to the effect of the long range exchange interaction, can be of the order of 100 meV.\textsuperscript{10} The typical radiative decay time of the upper bright excitons with angular momentum 1, $\tau_0$, is on the order of several nanoseconds. However, in small size spherical NCs these levels remain largely unpopulated even at room temperatures. At the same time, the radiative decay time of the dark exciton in CdSe NCs was measured to be on the order of 1 $\mu$s at low temperatures at which only the dark exciton is populated.\textsuperscript{4,5,8} Its activation is connected with various phonon or dangling bond assisted mechanisms of the dark exciton recombination.\textsuperscript{11}

In wurtzite CdSe NCs, both the hexagonal crystal field and the NC shape asymmetry contribute to splitting the hole levels.\textsuperscript{9,12} The reduction of the NC symmetry associated with these effects leads to an exciton fine structure consisting of five sublevels, and also activates the lowest $\pm 1$ exciton level.\textsuperscript{9} Even so, the presence of the dark exciton dominates the PL. The reduction of the spherical symmetry splits the four fold degenerate ground $1S_{3/2}$ hole levels in spherical NCs into two spin sublevels separated by energy $\Delta$: The lower, $\pm 3/2$, and the upper $\pm 1/2$, hole sublevels. The activation is controlled by the ratio of $\Delta$ to the exchange energy $\eta$ and leads to the following expression for the radiative decay rate of the $\pm 1^L$ exciton:\textsuperscript{9} $1/\tau_{\pm 1}^L = (1/\tau_0)(\sqrt{3}\Delta/16\eta)^2$ at $\Delta \ll \eta$. While the bright exciton $\pm 1^L$ is populated at room temperature because it is just $3\Delta/4$ above the ground dark exciton, its oscillator strength is a small fraction of that of the upper bright levels and does not appreciably affect the overall radiative decay rate except for the smallest NCs; for moderate sized NCs the radiative lifetime at room temperature is $\sim 20$ ns and is dominated by the thermal population distribution among the upper bright exciton levels and the dark and weakly emitting levels.

It is important to note that in wurtzite CdSe NCs, the axis of CdSe NC growth coincides with the NC wurtzite c-axis. As a result the contributions of the crystal field and the shape
asymmetry effects discussed above sum into a total axial splitting: \( \Delta_{ax} = \Delta_{cf} + \Delta_{sh} \), where \( \Delta_{cf} \) describes the splitting caused by the crystal field\(^{13}\) and \( \Delta_{sh} \) describes the splitting caused by deviation of the NC shape from spherical.\(^{12}\) In elongated CdSe NCs, \( \Delta_{sh} \) is negative and in small size NCs can lead to \( \Delta_{ax} = 0 \) even if the NCs do not have a spherical shape.\(^{9}\) These “quasi-spherical” NCs possess the optical properties of pure spherical NCs, and can have very long radiative decay time for the smallest NCs even at room temperatures.

Recently, Sahu et al. reported an enhancement of the PL intensity of up to ten times in CdSe NCs doped by a single Ag atom.\(^{14}\) Evidence was presented in that study that at low doping levels the Ag atoms act as n-type donors which when ionized leave behind a positive charge center within the NC; the extra electron was surmised to be trapped outside the NC by virtue of the absence of any indication of trion emission and associated nonradiative Auger recombination. Motivated by this result, in this paper we consider the effect of symmetry breaking introduced by the doping of NCs with Coulomb impurities. The level structure of the exciton is considered as in spherical NCs within a four-band model for the \( \Gamma_8 \) valence bands by incorporating the effects of the axial field\(^{13}\) and the electron-hole exchange interaction.\(^{8-10}\) This commonly used “standard model”, which is reviewed in the Supporting Information, will be considered as the unperturbed system in our paper. The presence of a Coulomb center breaks the NC symmetry and affects the PL through mixing of the hole spin and parity sublevels, leading to a violation of the selection rules responsible for the exciton dark state in undoped CdSe NCs. After reviewing the effects on the exciton fine structure and optical selection rules using symmetry theory, we present a perturbative model to quantify the effects. The magnitude of the Coulomb center perturbation depends on the position of the impurity within the NC and inversely on the NC radius. As a result the mixing is particularly strong in the smallest NCs. The symmetry breaking proceeds by two mechanisms: First, mixing by even parity terms in the Coulomb multipole expansion results in an exciton fine structure consisting of three optically active doublets which are polarized along \( x, y \) and \( z \) axes with two optically passive exciton states, one of which is the
ground state, and second, the odd parity terms which break inversion symmetry significantly activate optical transitions which are optically forbidden in the unperturbed NC due to spin and parity selection rules. We show that in the case of “quasi-spherical” NCs, introduction of a single positively charged Coulomb center can result in significant enhancement of the radiative decay rate at room temperatures by up to a factor of ten in small sized NCs. This is a likely explanation for the ten-fold enhancement of the PL intensity observed in CdSe NCs doped by single Ag atoms.\textsuperscript{14}

**Symmetry analysis**

CdSe and other wurtzite semiconductors are characterized by the crystallographic point symmetry group $C_{6v}$. This is the symmetry relevant to the band-edge states at the $\Gamma$ point of the Brillouin zone. The electronic structure of this material is commonly modelled using the quasi-cubic approximation\textsuperscript{9,15,16} wherein the underlying valence band structure is taken to be described by the Luttinger-Kohn (LK) Hamiltonian\textsuperscript{17} in the spherical approximation, with the addition of a crystal field splitting which separates the $J_z = \pm 3/2$ and the $J_z = \pm 1/2$ valence band edge states. A good starting point for describing the electronic states is therefore the spherical NC with no crystal field, whose model symmetry is the full rotation group. As summarized in Table 1 the band-edge electron and hole states can then be labelled with their total angular momentum quantum numbers, where total angular momentum $F = J + L$. Here $J$ and $L$ are the angular momenta of the Bloch function and envelope functions.\textsuperscript{9,18–20} The introduction of the hexagonal crystal field in principle breaks the symmetry of the model to $C_{6v}$. While in principle there can be odd-parity terms representing the lack of inversion symmetry in wurtzite crystals, these terms are small and are commonly neglected. Neglecting inversion asymmetry, the system Hamiltonian has symmetry $D_{6h}$ rather than $C_{6v}$. Further neglecting warping terms in the band structure, the model symmetry is $D_{\infty h}$ in the absence of any other extrinsic perturbation such as a shape distortion from spherical symmetry or
the like. Because of the rotational invariance about the c-axis, the projection of total angular momentum about the c-axis (taken to lie along z) is a good quantum number. This descent in symmetry is illustrated in Fig.1. The symmetries of the band edge states as we follow this progression are shown in Fig.1 and Table 1 as are the relations of the angular momentum quantum numbers to the irreducible representations of the point groups; the selection rules and degeneracies shown follow the notation used in the KDWS tables. The electron and hole states are described by the double group (half-integer spin) irreducible representations for the relevant point group. The exciton quantum numbers/ irreducible representations (irreps) are then determined by decomposing the product representation $\Gamma_e \times \Gamma_h$ for the electron-hole pairs into irreducible representations. This decomposition reflects the further splitting of the band-edge exciton by the electron-hole exchange interaction.

Note that the selection rules and degeneracies are the same for $C_{6v}$ and $D_{6h}/D_{\infty h}$ with the exception of the parity selection rule which is absent in the point group $C_{6v}$. For example in the case of point groups $D_{\infty h}$ or $D_{6h}$, the parity selection rule (not shown in Table 1) would prohibit optical dipole transitions involving the $1P_{3/2}1S_e$ exciton states. Here we have adopted the nomenclature $n_hL_hn_eL_e$ to denote an electron hole pair manifold formed from the $n_e$-th electron state with envelope angular momentum $L_e$ and the $n_h$-th hole state with total angular momentum $J_h$ formed by mixing envelope angular momentum $L_h$ and $L_h+2$.

We now consider the effect of adding a charged impurity to a spherical NC. If the NC does not have a hexagonal crystal field, or if its Hamiltonian reflects quasi-spherical symmetry as discussed in the introduction, the covering group with the defect present is simply $C_{\infty v}$, where now, the axis of symmetry is defined by the orientation of the defect. Similarly, if a charged impurity is added to a wurtzite NC with the impurity oriented along the z-axis, defined parallel to the wurtzite crystal field axis, the symmetry group remains $C_{\infty v}/C_{6v}$ and the selection rules and degeneracies do not change. This is shown in Fig.1. The situation is different if the charged defect is located at an arbitrary orientation $\hat{u}$ relative to the crystal field axis. Unless the impurity is oriented along a special direction, there are then no longer
any $C_2$ axes but only a reflection plane containing the c-axis and the impurity axis $\hat{u}$; as such the covering group is $C_s$ (See the far right drawing in Fig.1 (b)). For point group $C_s$, by symmetry, there can be no dark states. Table 1 illustrates this for the case where we have taken an impurity to lie in the $x, z$ plane so that the covering group possesses only the mirror plane symmetry $\sigma_{xy}$ perpendicular to the $y$ axis. For this configuration, the $X$ and $Z$ exciton states of the parent $C_{\infty v}$ group are mixed, producing exciton states with linearly polarized dipole moments in the $x, z$ plane, which are generally not mutually orthogonal, and the perturbation also mixes the $Y$ polarized and dark exciton states of the $C_{\infty v}$ point group. Importantly, all exciton states are dipole allowed in $C_s$ symmetry!

Only if the off-center impurity is aligned specially along the c-axis (giving point symmetry $C_{6v}/C_{\infty v}$) or if it lies within the x-y plane (giving point symmetry group $C_{2v}$) can there be dark states. This result suggests a mechanism by which introduction of charged Coulomb centers can increase the PL efficiency in systems such as that reported by Sahu et.al.:\textsuperscript{14} Introduction of a Coulomb center lowers the symmetry so that the defining selection rules of the dark state are broken. Critically, the Coulomb center breaks the inversion symmetry, and when asymmetrically located, this causes all transitions involving the band-edge exciton fine structure sub-levels to be in principle dipole-allowed.

While these symmetry arguments are rigorous, the question remains how strong, quantitatively, is the perturbation which breaks the symmetry. If the perturbation is sufficiently weak, there will be approximate symmetries which will preserve the dark states’ selection rules. For example, if the perturbation represented by a charged impurity is sufficiently weak, parity breaking mixing between even and odd states could be neglected giving an approximate symmetry $C_{2h}$ for an arbitrary defect orientation. This is illustrated conceptually in Fig. 1 (d) by drawing two impurities oriented symmetrically along axis $\hat{u}$. If the Coulomb perturbation is very weak, although point group $C_{2h}$ does not allow dark states, those states have a very small oscillator transition strength. In that case the exciton fine structure can be modeled approximately in degenerate perturbation theory within the subspace spanned
by the ground exciton $1S_{3/2}1S_e$ and the approximate model Hamiltonian can be shown to possess $D_{2h}$ symmetry, even for an arbitrary impurity orientation in the presence of a crystal field, and even in the presence of multiple impurities.

![Descent of symmetry](image)

<table>
<thead>
<tr>
<th>$R$</th>
<th>$D_{2h}$</th>
<th>$C_{nv}$</th>
<th>$C_{2v}$</th>
<th>$C_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Rot</td>
<td>$\sigma_{xy}$</td>
<td>$\sigma_{xz}$</td>
<td>$\sigma_{xz}$</td>
<td>$\sigma_{xx}$</td>
</tr>
</tbody>
</table>

![Symmetry operations](image)

Figure 1: Schematic illustration of the descent in symmetry from a spherical NC to a NC with axial crystal field along the z-axis with charged impurities located along an arbitrary axis $\hat{u}$ from the NC center. Defects are schematically shown as red balls. In (a) the covering group and the symmetry operations for each model shown in (b) are listed. By $C_n^u$ we indicate an $n$-fold rotation about axis $\hat{u}$; $\sigma_{mn}$ denotes the mirror plane containing axes $m$ and $n$; and $i$ denotes inversion. For the $C_{2h}$ and $C_h$ models, the axis of the defects, $\hat{u}$, is taken to lie in the x-z plane. Panel (c) shows the quantum numbers or irreps for the exciton states derived principally from the $1S_{3/2}1S_e$ pair states under each covering group; the $1P_{3/2}1S_e$ derived excitons are not shown but can become optically allowed through mixing with the $1S_{3/2}1S_e$ excitons in the point groups lacking inversion symmetry. (d), Examples of possible approximate symmetries corresponding to the neglect of parity breaking terms in the Hamiltonian. For the $C_{2h}$ model we show both the exact irreducible representations corresponding to the covering group as well as the approximate irreducible representations corresponding to the approximated Hamiltonian (symmetry $D_{2h}$) if coupling to excited states is neglected (see text).

As shown in Figure 1 and Table 1, with approximate symmetry $D_{2h}$ the $1S_{3/2}1S_e$ exciton always has two dark sublevels, and the optically allowed sublevels would be mixed in such
The axial crystal field associated with the underlying wurtzite lattice is denoted with inversion symmetry, the parity quantum numbers are not written as they are obvious. The axial crystal field associated with the underlying wurtzite lattice is denoted $H_{cf}$, referring to Eq. S26 of the SI; while terms associated with extrinsic perturbations such as impurity centers are denoted in terms of real $p$ and $d$ spherical harmonics. $C_{pu}$ or $C_{du}$ denote perturbations associated with an impurity center oriented along direction $\hat{u}$. Specific directions are defined, e.g., as $x$ or $xt$; when directions are specified as $u$ this indicates no special direction. In that case, selection rules are written taking $\hat{u}$ to lie in the $x - z$ plane for specificity. In all cases the hexagonal crystal field is taken to be oriented such that the c-axis lies along $\hat{u}$. Irreducible representations and selection rules shown are for the $1S_{3/2}1S_e$ exciton sublevels.

<table>
<thead>
<tr>
<th>Sym.</th>
<th>Full Rot</th>
<th>$D_{\infty h}; D_{6h}$</th>
<th>$C_{\infty v} \cap C_{6v}$</th>
<th>$D_{2h}$</th>
<th>$C_{2h}(C_{3h}^g)$</th>
<th>$C_{2v}(C_{3h}^v)$</th>
<th>$C_{s}(\sigma_{u,z})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>$H_o = H_{ex}$</td>
<td>$H$ = $H_o + H_{cf}$</td>
<td>$H$ = $H_o + H_{cf}$</td>
<td>$H$ = $H_o + H_{cf}$</td>
<td>$H$ = $H_o + H_{cf}$</td>
<td>$H$ = $H_o + H_{cf}$</td>
<td></td>
</tr>
<tr>
<td>CB irrep</td>
<td>$F = 1/2$</td>
<td>$F_z = \pm 1/2$</td>
<td>$\Gamma_7(2)$</td>
<td>$\Gamma_5(2)$</td>
<td>$\Gamma_3(1), \Gamma_4(1)$</td>
<td>$\Gamma_5(2)$</td>
<td>$\Gamma_3(1), \Gamma_4(1)$</td>
</tr>
<tr>
<td>VB irrep</td>
<td>$F = 3/2$</td>
<td>$F_z = \pm 1/2$</td>
<td>$\Gamma_7(2)$</td>
<td>$\Gamma_5(2)$</td>
<td>$\Gamma_3(1), \Gamma_4(1)$</td>
<td>$\Gamma_5(2)$</td>
<td>$\Gamma_3(1), \Gamma_4(1)$</td>
</tr>
<tr>
<td>Exciton irrep</td>
<td>$F = 1 \ (3)$</td>
<td>$F_z = 0 \ z$</td>
<td>$\Gamma_1(1) \ z$</td>
<td>$\Gamma_3 \ z$</td>
<td>$\Gamma_2 \ (1) \ x, z$</td>
<td>$\Gamma_4 \ (1) \ z$</td>
<td>$\Gamma_1(1) \ x, z$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_+\sigma_-,z$</td>
<td>$F_z = 0 \ d$</td>
<td>$\Gamma_2(1) \ d$</td>
<td>$\Gamma_2(1) \ y$</td>
<td>$\Gamma_1(1) \ x$</td>
<td>$\Gamma_1 \ (1) \ y$</td>
<td>$\Gamma_1 \ (1) \ x, z$</td>
</tr>
<tr>
<td></td>
<td>$F = 2 \ (5)$</td>
<td>$F_z = \pm 1 \sigma_+\sigma_-$</td>
<td>$\Gamma_5(2) \ \sigma_+\sigma_-$</td>
<td>$\Gamma_2(1) \ d$</td>
<td>$\Gamma_2 \ (1) \ x, z$</td>
<td>$\Gamma_4(1) \ z$</td>
<td>$\Gamma_1 \ (1) \ x, z$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_+\sigma_-,z$</td>
<td>$F_z = \pm 2 \ d$</td>
<td>$\Gamma_6(2) \ d$</td>
<td>$\Gamma_1 \ d$</td>
<td>$\Gamma_4(1) \ z$</td>
<td>$\Gamma_1 \ (1) \ y$</td>
<td>$\Gamma_1 \ (1) \ x, z$</td>
</tr>
</tbody>
</table>
a way as to produce excitons with two sets of three linearly polarized mutually orthogonal transition dipoles. This is the same pattern as seen with the previously discussed point symmetry \( C_{2v} \), because the two point groups, \( C_{2v} \) and \( D_{2h} \), are isomorphic. To make further progress we must develop a quantitative model in order to determine what constitutes an acceptable approximate symmetry for a given defect configuration.

We turn in the next section to a description of the model developed to quantify these questions.

**Electronic structure in doped spherical nanocrystals**

In CdSe nanocrystals (NC) of spherical shape, the band-edge states are well described in the effective mass approximation within the framework of the standard quasi-cubic model.\(^8\)\(^-\)\(^10\)

In this description, the zeroth order single particle states are expressed as eigenstates of the total angular momentum \( F = J + L \) where \( J \) and \( L \) are the angular momenta of the Bloch function and envelope functions. The electron-hole exchange interaction and the anisotropy associated with the axial crystal field and shape distortion are treated perturbatively.\(^8\)\(^-\)\(^10\) To this “standard model” of the CdSe NC, which is reviewed in the Supporting Information, we add a perturbative treatment of the Coulomb center potential associated with a charged defect inside a NC or at the NC surface.

Before proceeding we must establish the energy scale of the problem, which determines which basis states must be included to make an adequate description of the physics. The presence of a Coulomb center at \( \mathbf{r}_0 \) with spherical coordinates \((r_0, \theta_0, \phi_0)\) creates a potential within the NC that can be written in terms of a multipole expansion:\(^24\)

\[
V(\mathbf{r}) = \frac{q e}{\epsilon |\mathbf{r} - \mathbf{r}_0|} = \frac{q e}{\epsilon a} \sum_{l,m} \frac{4\pi}{(2l + 1) r^{l+1}_0} a_{l,m}^{r_0} Y^m_l(\theta_0, \phi_0)Y^m_l(\theta, \phi), \tag{1}
\]

The prefactor \( q e / \epsilon a \) parameterizes the strength of the Coulomb center perturbation and sets the relevant energy scale. Here, \( q \) is the charge of the center; \( \epsilon \) is the average low-frequency
dielectric constant of the NC, and \( a \) is the NC radius. Note that in Eq. 1, for simplicity, we have neglected corrections due to the dielectric constant discontinuity at the NC surface, which tend to strengthen the Coulomb perturbation. We evaluate the energy spacings of the zero-order electron and hole states relative to this scale as a function of NC radius \( a \), using Eqs. S7 and S14 of the SI, as shown in Fig. 2. For reference, the wurtzite crystal field, \( \Delta_{cf} \), is also shown in Fig. 2, as are the exchange energies for the \( 1S_{3/2}1S_e \) and the \( 1P_{3/2}1S_e \) excitons, \( \eta_{1S_{3/2}1S_e} \) and \( \eta_{1P_{3/2}1S_e} \), defined in Eqs. (S25) and (S23) of the SI, respectively. Inspection of the figure shows that the exchange energies for the \( 1S_{3/2}1S_e \) excitons have values of tens of meV for the smallest NCs and are significantly larger at any given radius than the \( 1P_{3/2}1S_e \) values; this reflects the effect of the long-range exchange interaction which affects the optically active \( 1S_{3/2}1S_e \) states but not the dipole inactive \( 1P_{3/2}1S_e \) excitons. The parameters used for all these calculations are summarized in Table S1 of the SI. Panel (a) in the figure shows that the first excited electron state, \( 1P_e \) can be safely neglected in our model since its energy separation from the ground electron state, \( 1S_e \), is more than an order of magnitude larger than the Coulomb energy for all NC radii considered – mixing involving the excited electron state will be negligible. On the other hand, the first excited hole state, \( 1P_{3/2} \) lies very close in energy to the ground \( 1S_{3/2} \) hole state relative to the Coulomb energy, so this state must be included in the model in order to capture the physics correctly. This can be seen most clearly in Fig. 2(b) which shows the hole states on a linear energy scale. Also shown in both panels are the next two excited hole states, \( 1P_{5/2} \) and \( 1D_{5/2} \), the two parity states of total angular momentum \( F = 5/2 \). These states are very close in energy but both are separated in energy from the ground \( 1S_{3/2} \) hole state by an amount significantly larger than the Coulomb energy scale. Other excited hole states such as those corresponding to \( F = 1/2 \) are substantially higher in energy. As a result, coupling to these higher lying hole states is negligible in comparison to coupling between \( 1S_{3/2} \) and \( 1P_{3/2} \) so we neglect them in the analysis to follow. This approximation does impact the symmetry of calculated levels. For the doped NCs whose covering group is strictly \( C_{2h} \), neglecting the coupling to the higher
lying $F = 5/2$ hole manifold results an approximate Hamiltonian with symmetry $D_{2h}$, which gives a ground dark exciton state (see the $C_{2h}$ configuration and the level symmetry in Fig. 1(d)).

Figure 2: Key energy scales plotted versus NC radius, $a$. The level spacing between the ground- and first-excited electron and hole states, $\varepsilon_e = E_{1P_e} - E_{1S_e}$ and $\varepsilon_{P_{3/2}} = E_{1P_{3/2}} - E_{1S_{3/2}}$, respectively, are shown along with the Coulomb energy $\varepsilon_c = qe/ea$. Here, $E_{1P_e}$ and $E_{1S_e}$ are the energies of the ground $1S_e$ and excited $1P_e$ electron levels. The exchange energy for the $1S_{3/2}/1S_e$ and $1P_{3/2}/1S_e$ excitons, $\eta_{1S_{3/2}/1S_e}$ and $\eta_{1P_{3/2}/1S_e}$, respectively defined in Eqs. (S25) and (S23) of the SI, and the wurtzite crystal field, $\Delta_{cf}$, are shown for reference. Also shown are the level spacing between the ground- and second-excited hole states, $\varepsilon_{P_{5/2}} = E_{1P_{5/2}} - E_{1S_{5/2}}$ and $\varepsilon_{D_{5/2}} = E_{1D_{5/2}} - E_{1S_{5/2}}$, where $E_{1P_{5/2}}$ and $E_{1D_{5/2}}$ are the energy of $1P_{5/2}$ and $1D_{5/2}$ hole levels. Panel (a) displays the energies on a logarithmic scale while panel (b) shows a linear scale to more clearly show the hole energies. The plot shows that a realistic model of the exciton fine structure must include both the $1S_{3/2}$ and $1P_{3/2}$ hole states, while the first excited electron state, $1P_e$, and the more highly excited hole states corresponding to $F = 5/2$, only weakly contribute to the band edge states and can be neglected. The energies of electron states are calculated in the single-band approximation while the hole energies are determined in the four-band model associated with the $\Gamma_8$ band edge. Parameters used in these calculations are given in Table S1 of the SI.

As a result, in order to model the exciton physics with reasonable fidelity we must treat the excitons formed from the two-fold degenerate ground $1S_e$ electron and the four-fold degenerate $F = 3/2$ holes of both parities within quasi-degenerate perturbation theory. As such the Coulomb center perturbation is represented by a $16\times16$ matrix in this subspace. The dominant effects of the Coulomb center potential, Eq. (1) are due to the terms up to
$l = 2$; indeed, terms with $l \geq 4$ do not couple states within the $F = 3/2$ subspace. The $l = 0$ term creates an overall shift in the electron and hole energy levels; the $l = 1$ terms mix the even and odd parity hole states; while the $l = 2$ terms mix the hole spin sublevels for a given parity. While the $l = 3$ terms, like the $l = 1$ terms, also couple between the even and odd parity hole states $1S_{3/2}$ and $1P_{3/2}$, their effect, as quantified by the average radial Coulomb integral for these terms (described in the SI), is weaker than that of the $l = 1$ terms by roughly an order of magnitude so this term is neglected.

It is straightforward to evaluate the effect of the Coulomb potential, Eq. 1; we defer the details of the calculation to the Supporting Information and state the results. Using a basis of electron-hole pair states $1S_{3/2}1S_e$ denoted $(F_{1z}^e, F_{2z}^h)$ taken in the order, $(1/2, 3/2), (1/2, 1/2), (1/2, -1/2), ..., (-1/2, -3/2)$, followed by the $1P_{3/2}1S_e$ pairs are taken in the same order, the Coulomb perturbation takes the form of a 16x16 matrix,

\[
H_V = \begin{pmatrix}
    H_{1S_{3/2},1S_{3/2}} & 0 & H_{1S_{3/2},1P_{3/2}} & 0 \\
    0 & H_{1S_{3/2},1S_{3/2}} & 0 & H_{1S_{3/2},1P_{3/2}} \\
    H_{1S_{3/2},1P_{3/2}}^\dagger & 0 & H_{1P_{3/2},1P_{3/2}} & 0 \\
    0 & H_{1S_{3/2},1P_{3/2}}^\dagger & 0 & H_{1P_{3/2},1P_{3/2}} 
\end{pmatrix}
\]  

(2)

The upper left 8x8 block governs coupling within the $1S_{3/2}1S_e$ exciton subspace; the lower right 8x8 block governs coupling within the opposite parity $1P_{3/2}1S_e$ exciton subspace; and the off-diagonal blocks describe the coupling between them. In the matrix above, $0$ is a four-by-four matrix of zeros which reflects the fact that the Coulomb perturbation does not flip the electron spin. For the $1S_{3/2}1S_e$ excitons, the 4x4 block is given by,

\[
H_{1S_{3/2},1S_{3/2}} = H_{1S_{3/2},1S_{3/2}}^{l=0} + H_{1S_{3/2},1S_{3/2}}^{l=2} 
\]  

(3)
and, for the $1P_{3/2}1S_e$ excitons,

$$H_{1P_{3/2},1P_{3/2}}^{l}= H_{1P_{3/2},1P_{3/2}}^{l=0} + H_{1P_{3/2},1P_{3/2}}^{l=2}.$$  \hspace{1cm} (4)

We first give the $l = 0$ Coulomb terms for both parities:

$$H_{1S_{3/2},1S_{3/2}}^{l=0} = \frac{q_e}{\epsilon a} \left( M^h_{1S_{3/2}} - M^e_{1S_e} \right) \hat{I},$$

$$H_{1P_{3/2},1P_{3/2}}^{l=0} = \frac{q_e}{\epsilon a} \left( M^h_{1P_{3/2}} - M^e_{1S_e} \right) \hat{I}.$$  \hspace{1cm} (5)

In these equations, $\hat{I}$ is the 4x4 identity matrix, $M^h_{1S_{3/2}}$, $M^h_{1P_{3/2}}$ and $M^e_{1S_e}$ are the dimensionless radial Coulomb integrals for the hole and electron respectively, which are associated with the monopole ($l = 0$) term in the Coulomb potential expansion. The explicit form of these integrals, which are plotted in Fig. 3(a), is given in the SI. Notably, $M^h_{1S_{3/2}}$ and $M^h_{1P_{3/2}}$ integrals give rise to shifts of opposite sign for the even and odd envelope parity exciton sublevels owing to the different structure of the radial wave functions of the hole for the two parities effecting charge density cancellation between the hole and the electron.

The $l > 0$ terms do not affect the $1S_e$ electron state. Importantly, however, they lead to mixing between the hole states. We consider the quadrupole ($l = 2$) terms first. Since the quadrupole terms have even parity they do not couple between the even and odd parity hole states and therefore, between the even and odd parity exciton states. At the same time, the angular dependence of these terms will be the same for the even and odd parity exciton manifolds, $1S_{3/2}1S_e$ and $1P_{3/2}1S_e$, respectively, because the hole states within each of these manifolds both have the same angular momentum, $F = 3/2$. As a result, corresponding matrix elements of each of the quadrupole terms for the two parities will be proportional, as a consequence of the Wigner-Eckart theorem. For the $1S_{3/2}1S_e$ excitons this matrix is given by,

$$H_{1S_{3/2},1S_{3/2}}^{l=2} = \frac{q_e}{\epsilon a} N_{1S_{3/2}} \tilde{H}_{l=2},$$  \hspace{1cm} (6)
where $N_{1S_{3/2}}$ is a dimensionless radial Coulomb integral for the $1S_{3/2}$ states created by the quadrupole $l=2$ expansion of Coulomb potential (see Eq. (1)) given explicitly in the SI and plotted in Fig. 3(b) as a function of the Coulomb center distance from the NC center $d$. Using the Wigner-Eckart theorem it is straightforward to show that the matrix $\tilde{H}_{l=2}$ has the form,

$$\tilde{H}_{l=2} = \begin{pmatrix}
\frac{2\alpha}{\sqrt{5}} & -2\sqrt{\frac{2}{5}}\gamma & 2\sqrt{\frac{2}{5}}\beta & 0 \\
-2\sqrt{\frac{2}{5}}\gamma^* & -\frac{2\alpha}{\sqrt{5}} & 0 & 2\sqrt{\frac{2}{5}}\beta \\
2\sqrt{\frac{2}{5}}\beta^* & 0 & -\frac{2\alpha}{\sqrt{5}} & 2\sqrt{\frac{2}{5}}\gamma \\
0 & 2\sqrt{\frac{2}{5}}\beta^* & 2\sqrt{\frac{2}{5}}\gamma^* & \frac{2\alpha}{\sqrt{5}}
\end{pmatrix}. \quad (7)$$

The terms $\alpha$, $\beta$, and $\gamma$ above are quadrupole functions of the angular coordinates, $(\theta_0, \phi_0)$, of the Coulomb center. They originate from the various $Y_l^m$ terms in Eq. 1 for $l=2$. Using Eq. (S37) of the SI,

$$\alpha = \frac{1}{\sqrt{4\pi}} \frac{4\pi}{5} (Y_2^0(\theta_0, \phi_0))^* = \frac{1}{\sqrt{20}} (3\cos^2 \theta_0 - 1),$$
$$\beta = \frac{1}{\sqrt{4\pi}} \frac{4\pi}{5} (Y_2^2(\theta_0, \phi_0))^* = \sqrt{\frac{3}{2}} \frac{1}{\sqrt{20}} \sin^2 \theta_0 e^{-2i\phi_0},$$
$$\gamma = \frac{1}{\sqrt{4\pi}} \frac{4\pi}{5} (Y_2^1(\theta_0, \phi_0))^* = -\sqrt{\frac{3}{2}} \frac{1}{\sqrt{20}} \sin 2\theta_0 e^{-i\phi_0}. \quad (8)$$

The Hamiltonian submatrix for the $1P_{3/2}1S_e$ excitons is simply proportional to the submatrix for the $1S_{3/2}1S_e$ excitons as required by the Wigner-Eckart theorem, but it has a different pre-factor reflecting a different reduced matrix element for the $1P_{3/2}1S_e$ states:

$$H_{1P_{3/2}1P_{3/2}} = \frac{q_e}{\varepsilon a} N_{1P_{3/2}} \tilde{H}_{l=2}. \quad (9)$$

The governing $l=2$ Coulomb integral for these states, $N_{1P_{3/2}}$ is also plotted in Fig. 3(b); it is appreciably smaller and opposite in sign from the corresponding Coulomb overlap integral for the $1S_{3/2}1S_e$ even parity exciton states.

Finally, the dipole terms due to the $l=1$ components of the Coulomb potential cross
couple the even and odd parity hole states as required since this term breaks the inversion symmetry. Again using the Wigner-Eckart theorem these terms can be shown to have the form,

\[
H_{1S_{3/2},1P_{3/2}} = \frac{q e \hbar}{ea} O_{1S_{3/2},1P_{3/2}} \begin{pmatrix}
\sqrt{\frac{3}{5}} b_z & \sqrt{\frac{2}{5}} b_- & 0 & 0 \\
\sqrt{\frac{2}{5}} b_+ & \frac{b_0}{\sqrt{15}} & 2\sqrt{\frac{2}{15}} b_- & 0 \\
0 & 2\sqrt{\frac{2}{15}} b_+ & -\frac{b_0}{\sqrt{15}} & \sqrt{\frac{2}{5}} b_- \\
0 & 0 & \sqrt{\frac{2}{5}} b_+ & -\sqrt{\frac{2}{5}} b_z \\
\end{pmatrix},
\]

(10)

where \(O_{1S_{3/2},1P_{3/2}}\) is a dimensionless radial Coulomb integral caused by the \(l = 1\) components of the Coulomb potential expansion, given explicitly in the SI and plotted in Fig. 3(b) as a function of the distance, \(d\), of the Coulomb center from the NC center. The terms within the matrix derive from the various \(Y_l^m\) spherical harmonics in Eq. 1 for \(l = 1\). Using Eq.(S37) of the SI, these are seen again to depend on the angular coordinates \((\theta_0, \phi_0)\) of the defect:

\[
b_z = \frac{1}{\sqrt{4\pi}} \frac{4\pi}{3} Y_1^0(\theta_0, \phi_0) = \sqrt{\frac{1}{3}} \cos \theta_0,
\]

\[
b_+ = \frac{1}{\sqrt{4\pi}} \frac{4\pi}{3} Y_1^{-1*}(\theta_0, \phi_0) = \sqrt{\frac{1}{3}} \sin \theta_0 e^{i\phi_0},
\]

\[
b_- = -\frac{1}{\sqrt{4\pi}} \frac{4\pi}{3} Y_1^{1*}(\theta_0, \phi_0) = \sqrt{\frac{1}{3}} \sin \theta_0 e^{-i\phi_0}.
\]

(11)

The \(l = 1\) dipole terms mix the opposite parity \(1S_{3/2}\) and \(1P_{3/2}\) hole states. This mixing is quite appreciable as can be seen from the relative magnitude of the integral \(O_{1S_{3/2},1P_{3/2}}\) in the plot. As required by symmetry, if \(d = 0\) the radial integrals for both \(l = 1, 2\) vanish.
Figure 3: Radial dimensionless Coulomb multipole integrals plotted versus the radial coordinate of the defect $d$ relative to NC radius $a$. (a): The $l = 0$ radial Coulomb integrals for the $1S_{3/2}1S_e$ and $1P_{3/2}1S_e$ excitons, respectively. (b): The $l = 1$ and $l = 2$ radial Coulomb integrals for the $1S_{3/2}1S_e$ and $1P_{3/2}1S_e$ excitons. The $l = 2$ components cause mixing within the $1S_{3/2}$ and $1P_{3/2}$ hole sublevels but do not couple between opposite parity hole states (lines labeled $N$). The $l = 1$ multipole term mixes the opposite parity $1S_{3/2}$ and $1P_{3/2}$ hole states.

The effect of the different multipole terms can be visualized by plotting the exciton level structure and the radiative transition rates for various NC configurations. The level structure was determined for each case by diagonalization of the exciton Hamiltonian including the electron-hole exchange and the wurtzite axial field in addition to the Coulomb perturbation, Eq. 1 (see the Supporting Information for details). The radiative transition rates for each state are then computed in terms of the matrix elements of the dipole operator $\hat{p}$ using

$$
\Gamma_k = \frac{1}{\tau_k} = \frac{4e^2\omega n_r}{3m_e^2c^3\hbar} D^2 |\langle \psi_k | \hat{p} | \phi \rangle|^2
$$

(12)

The factor $D$ above represents the dielectric depolarization for a spherical nanocrystal of dielectric constant $\epsilon_{NC}$ embedded in a dielectric medium of $\epsilon_{med}$:

$$
D = \frac{3\epsilon_{med}}{2\epsilon_{med} + \epsilon_{NC}}
$$

(13)
The other factors in the expression are \( n_r \), the refractive index of the medium surrounding the NC, taken here to be that of hexane; the angular frequency, \( \omega \), here taken to correspond to 570 nm emission and set constant in the calculations to facilitate visualizing the relative effects due to state mixing; \( m_0 \) is the free electron mass and \( \epsilon_0 \) is the permittivity of free space. For reference and as shown in the Supporting Information, we note that these expressions lead to a radiative lifetime of 3.32 ns for the bright exciton state of a spherical CdSe NC in hexane, using the material and band parameters in Table S1 of the SI. In our calculations we purposely ignore the size dependence of the total exciton oscillator strength and the frequency dependence of the radiative decay time in order to focus on the effect and the role of the Coulombic potential.

It is well known that the crystal field \( \Delta_{ax} \) destroys the full rotational invariance in spherical CdSe NCs leaving rotational symmetry about the \( c \)-axis, taken to be the \( z \) axis. This leads to the splitting of the \( F = 1 \) and \( F = 2 \) levels and their mixing but \( F_z \) remains a good quantum number. In the \( 1S_{3/2}1S_e \) exciton manifold, mixing leads to the optical activation of the lower \( \pm 1L \) levels, which pick up oscillator transition strength. The same type of splitting and mixing occurs in the \( 1P_{3/2}1S_e \) exciton manifold, however, all exciton sub-levels from this manifold remain optically passive. In Fig. 4 we show the effect of a singly charged Coulomb impurity on the band edge exciton fine structure. In these calculations we neglect the odd multipole terms, retaining inversion symmetry for illustration purposes. At this level of approximation the system has symmetry \( D_{2h} \) even for arbitrary orientation of the defect; reference to Table 1 shows that this symmetry always gives rise to three optically active doublets which are orthogonally polarized along the principle axes of the \( D_{2h} \) Hamiltonian, labelled as \( x, y \), and \( z \), and two optically passive exciton states, one of which is always the ground state. Analytic expressions for the energy fine structure and the sublevels’ transition dipole moments have been derived and will be published elsewhere.

The results for this case are plotted in Fig. 4 for a NC of radius \( a = 1.2 \) nm with \( \Delta_{ax} = 25 \) meV as a function of the radial position \( d/a \) of a defect aligned along an axis \( \pi/4 \) from the
c-axis. Panels (a) and (b) show the exciton sublevel energies and their radiative transition rates for a negative charge center while corresponding results for a positive charge are shown in Fig.4 (c) and (d), respectively. The main effect of the Coulomb mixing is creation of two sets of three dipoles that are orthogonally polarized along the principle symmetry axes of the system, and to pull down oscillator strength from the upper $0^U, \pm 1^U$ levels into the lower exciton states. This is reflected in the increased transition rates for the lower $x, y, z$ exciton states shown in Fig.4 (b) and (d). Apart from other effects, this tends to accelerate the average radiative decay rates at a given temperature since the lower lying states, which have higher thermal occupancy at finite temperature, have gained oscillator strength. However the situation is more complex since the presence of the defect causes quite appreciable state shifting due to the $l = 0$ multipole term. This can be seen most clearly when the defect is located at the center of the NC ($d/a = 0$) since both the $l = 1$ and $l = 2$ multipole terms vanish by symmetry at this point (see Fig. 3(b)). For a negative charge $q < 0$, the effect is to pull the $1S_{3/2}1S_e$ derived excitons downwards in energy (by 32meV) and pull the dark $1P_{3/2}1S_e$ derived states upwards (by 66meV), separating the two by a huge amount. This is because the $1S_{3/2}1S_e$ ($1P_{3/2}1S_e$) exciton states have a net positive (negative) charge density at the origin. As a result, for this situation, the average population of the emitting states at a finite temperature will be relatively higher with a negative charge center in comparison with an undoped NC and therefore favoring a faster radiative decay rate. This situation is reversed for a positive charge center $q > 0$ where the $1S_{3/2}1S_e$ and the dark $1P_{3/2}1S_e$ derived states are pulled closer together: Other factors being equal, this effect favors lower population of the bright $1S_{3/2}1S_e$ states because thermal occupation of the dark $1P_{3/2}1S_e$ is enhanced relative to an undoped NC. The main point is that positive and negative charge centers affect the problem differently through their effect on the population balance due to the level shifting $l = 0$ component. Compounding the complexity of the problem, if the defect is located away from the NC center, level mixing effects come into play which pull down oscillator strength from higher energy to lower energy states. The net effect represents
a trade-off that is hard to predict; which effect dominates will depend on the parameters of the model, most notably the NC radius.

Figure 4: Exciton level structure and dipole transition rates for a CdSe NC with charged impurity, approximate symmetry $D_{2h}$, calculated for radius $a = 1.2\text{ nm}$ with $\Delta_{ax} = 25\text{ meV}$. Level structure and transition rates plotted versus the radial position $d/a$ for a defect aligned along an axis $\pi/4$ from the $c$-axis, for a negative charge (a) and (b), and positive charge (c) and (d), respectively. Red and black lines correspond to $(1S_{3/2}1S_e)$ exciton state manifold while blue lines correspond to $(1P_{3/2}1S_e)$ exciton state manifold. Symbols indicate the exciton states described by the following irreducible representations: $\bigcirc - (\Gamma_3,z)$, $\times - (\Gamma_2,y)$, $+$ $(\Gamma_4,x)$, and $\square - (\Gamma_1,d)$.

Including the inversion-breaking $l = 1$ Coulombic terms in the calculations further complicates the picture since this term will couple the even and odd parity excitons as seen in
Figure 5. There we show the level structure and dipole transition rates for $\Delta_{ax}=25\text{meV}$ as a function of the radial defect position $d/a$ for a positively charged defect oriented at angle $\phi_0=0$, $\theta_0=\pi/4$ from the c-axis in a NC of radius $a=1.2\text{nm}$ in panels (a,b); versus angle $\theta_0$ in a NC of radius $a=1.2\text{nm}$ in panels (c,d), with the defect positioned one half radius from the NC center ($d/a=0.5$); and versus NC radius $a$ in panels (e,f) for defect coordinates $\phi_0=0$, $\theta_0=\pi/4$ and $d/a=0.5$. The breaking of inversion symmetry allows the $1S_{3/2}1S_e$ and $1P_{3/2}1S_e$ pair states to mix, resulting in a complex, nearly continuous level structure which is sensitively dependent on the angular and radial position of the defect, as inspection of the figure will show. For these cases, all the exciton sublevels become dipole allowed: The only exceptions are for those configurations in which the defect lies along special symmetry directions such as the c-axis (giving a configuration with symmetry $C_\infty v$) or in the plane perpendicular to it (giving symmetry $(C_{2v})$. In the figure, lines that correspond to states predominantly formed from $1S_{3/2}1S_e$ versus $1P_{3/2}1S_e$ pairs at small $d/a$ are labelled with different symbols (see figure caption). The key point is that for the general case of arbitrary $\theta_0$ the exciton fine structure does not have dark exciton states.
Figure 5: Exciton level structure and dipole transition rates for a CdSe NC with a positively charged impurity, retaining Coulomb dipolar terms (symmetry C\textsubscript{s}). Dependence of the level structure (a) and transition rates (b) on the radial position of the defect, d/a, for φ\textsubscript{0} = 0, θ\textsubscript{0} = π/4 calculated at a NC radius a = 1.2 nm with Δ\textsubscript{Ax} = 25 meV. Dependence of the energy level structure (c) and the dipole transition rates (d) on the defect angular orientation θ\textsubscript{0} calculated for fixed d/a = 0.5 and φ\textsubscript{0} = 0 calculated in NC with radius a = 1.2 nm. Note that the transition rates of certain states go to zero at special angles such as θ\textsubscript{0} = 0, π/2 reflecting the special symmetries of these configurations. Dependence of the energy level structure (e) and their transition rates (f) on the NC radius a calculated for defect coordinates φ\textsubscript{0} = 0, θ\textsubscript{0} = π/4 and d/a = 0.5. Symbols indicate the irreducible representation: ○ and ◇ – (Γ\textsubscript{1}, x, z); □ and △ – (Γ\textsubscript{2}, y). Lines with symbols ○ and □ correspond to states predominantly formed from the 1S\textsubscript{3/2}1S\textsubscript{e} exciton state manifold at small d/a and lines with symbols ◇ and △ correspond to states primarily formed from 1P\textsubscript{3/2}1S\textsubscript{e} exciton state manifold at small d/a. For the general case of arbitrary θ\textsubscript{0} there are no dark states.
Consideration of the level structure depicted in Fig. 5 makes it very clear that in order to assess the overall effect of the charged center on the PL efficiency we must consider that NC radiative emission can occur from multiple states whose populations are coupled through fast inter-level scattering. At room temperature it is known that transitions between the fine structure levels in CdSe NCs occurs on a ps timescale, much faster that the radiative lifetimes of the individual fine structure levels. In this case the NC radiative decay rate is the thermally weighted average of the decay rates of all exciton sublevels, which are populated according to a thermal equilibrium distribution. Assuming that all exciton states, \( k \), with energy \( E_k \) are populated according to a Boltzmann distribution, the effective lifetime of the thermalized nanocrystal at temperature \( T \) can be written

\[
\tau = \frac{\sum_k e^{-E_k/k_B T}}{\sum_k (\Gamma_k e^{-E_k/k_B T})}
\]  

(14)

where \( \Gamma_k = 1/\tau_k \) is the radiative decay rate of the \( k \) exciton state defined in Eq.12 and \( k_B \) is Boltzmann’s constant. In Fig. 6 we show the effective lifetimes at room temperature as a function of NC radius \( a \) for the case of no impurity, and for both positive and negative charge centers. All the calculations shown assume that the defect is located in the x-z plane at angle \( \theta_0 = \pi/4 \) from the c-axis and at the mid-radius point \( d/a = 0.5 \). Panel (a) was calculated for a NC with \( \Delta_{ax} = 25 \text{ meV} \) while panel (c) shows calculations for a “quasi-spherical” NC with \( \Delta_{ax} = 0 \text{ meV} \).

The right hand side panels (b) and (d) show the ratio of the lifetime for the doped NC relative to an undoped NC of the same size. The plots show that at large radii a positive charge center causes a slight increase of the radiative lifetime by about 15% which is due primarily to the Coulomb level shifting effect discussed above. For negative charge centers this effect is opposite and there is a slight reduction in the radiative lifetime. However at small NC radii \( a \leq 1.5 \text{ nm} \) the situation is different. As the NC radius \( a \) decreases, the exchange energy increases (\( \eta_{ex} \sim 1/a^3 \) in this model) causing the upper, strongly emitting,
levels of an undoped NC to shift upwards and become depopulated at finite temperature. This leads to a dramatic increase of the radiative lifetime for radii $a \leq 1.5$ nm in Fig. 6. This effect is counteracted by level mixing in NCs with an off-center Coulomb impurity: Level mixing induced by the center transfers oscillator strength to lower sub-levels that are thermally populated, reducing the effective lifetime at any given temperature. The effect becomes significant, however, only if the $1S_{3/2}1S_e$ exchange energy is larger than $k_B T$. An accurate picture requires taking into account the long-range contribution to the electron hole exchange which we find is approximately twice as large as the short-range contribution to the total exchange splitting $4\eta_{1S_{3/2}1S_e}$ as discussed in the SI. Without the long-range exchange interaction the upper bright level depopulation is much less pronounced at room temperature and the relative change in the effective lifetime due to the Coulomb center is reduced.

In NCs with a positive charge center the effective radiative lifetime is shortened typically by a factor two at small radii relative to that of an undoped NC of the same radius ( see panel (b)). For this case the $l = 0$ term in the Coulomb expansion brings the $1S_{3/2}1S_e$ and $1P_{3/2}1S_e$ states closer to resonance so that mixing by the $l = 1, 2$ terms is accentuated, causing a dramatic shift of the oscillator strength from higher to lower sublevels. Strikingly, a positive charge center gives rise to a factor of ten decrease of the radiative lifetime for “quasi-spherical” NCs at the smallest NC radius (panel (d)). These results are qualitatively consistent with the increase in PL efficiency of up to ten-fold which was observed by Sahu et.al.\(^{14}\) for NCs doped with positive Ag charge centers. The measured PL quantum yield of one of the samples in the Sahu study was reportedly 14% before doping and increased to 27% after doping with 1.2 Ag per nanocrystal;\(^{14}\) this would correspond to a radiative lifetime reduction of $\sim 2.3$ assuming that the change in the radiative lifetime is the dominant factor responsible for the PL increase in that study. Another feature of the Sahu study is the remarkable stability of the measured optical transition energies to doping. However, the mixing between the various states which occurs in our model due to the Coulomb perturbation would be obscured by the rather large inhomogeneous broadening ( $\sim 30$ nm or
\( \sim 115 \text{meV} \) in the ensemble measurements which have been reported.\(^{14}\)

The model does have quantitative limitations. As previously discussed, we have neglected the size dependence of the total exciton oscillator strength and the frequency dependence of the radiative decay time, and have neglected the effects of the dielectric discontinuity at the NC surface on the Coulomb multipole expansion and on the long range exchange,
which tend to strengthen the Coulomb perturbation as well as the long range exchange corrections. Also, the basis states are written using the four-band model for the valence band and assumes infinite barriers at the NC surface. This causes an overestimation of the size dependence to the energy of the quantum size levels\textsuperscript{20,26} and the exchange splitting;\textsuperscript{27} as such, details such as the specific size dependence of the effective lifetime computed here should not be considered quantitatively predictive. Nevertheless the qualitative feature that charged centers mix the upper bright and lower weakly or non-emitting sublevels, transferring oscillator strength to lower energy levels that are thermally accessible at finite temperature, is robust. Generally, the presence of a charged center breaks the symmetries responsible for the dark ground state angular momentum and parity selection rules (with exceptions for cases wherein the center is positioned along special directions or positions such as NC center that have high symmetry). The effects described here are particularly strong for positive charge centers because these cause a narrowing of the spacing between the emitting $1S_{3/2}1S_e$ and the dark $1P_{3/2}1S_e$ exciton states, accentuating the level mixing effects; the calculation shows substantially less effect for negative charge centers.

It is important to note that Ag donors in CdSe NC occupy an interstitial position in the CdSe lattice and are quite mobile at room temperature. The barrier height for Ag hopping is $\sim 0.2$ eV.\textsuperscript{28} This means that at room temperature Ag moves from one interstitial position to another every 45 ns on average, a timescale comparable to the radiative decay time. This obviously would result in the broadening of optical emission spectra and band edge absorption. At low temperatures interaction of positive Ag donors with the exciton could bring them to the $d/a \sim 0.5$ region of NC where the low lying exciton fine structure levels have smallest energy (see Fig5 (a)).

In summary, we have shown that the descent of the NC symmetry from spherical to $C_s$, which is characterized by just one mirror plane symmetry element, leads step by step to activation of all five $F_z = \pm 2, \pm 1, 0$ excitons. Even the ground exciton becomes optically active, which should be seen in low-temperature photoluminescence measurements. For
several intermediate symmetries the band edge exciton fine structure consists of sets of three linearly polarized mutually orthogonal dipoles and a dark exciton, one of which is always the ground state. We quantify the effect of symmetry descent on the exciton fine structure by introducing a charged Coulomb impurity in the NC. The calculations show that the NC symmetry breaking by a Coulomb impurity, particularly a positively charged center, shortens the radiative decay of NCs even at room temperatures in qualitative agreement with the increase in PL efficiency observed by Sahu et.al.\textsuperscript{14} for NCs doped with positive Ag charge centers.

Supporting Information Available: Details on electronic structure calculation including:
Description of electron and hole states in a spherical NC; the exchange Hamiltonian, the crystal field Hamiltonian and the treatment of the off-center Coulomb impurity; radiative lifetime calculation.
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Descent of symmetry

\[
\begin{array}{cccc}
\{D_{\infty h} & C_{\infty V} & C_{2V} & C_S \}
\\
\text{All Rot} & \{C'_{\infty} \} & \{C'_{\infty} \} & \{\sigma_{xz} \}
\\
\text{i} & \{C^y_{2z} \} & \{\sigma_{yz} \} & \{\omega \}
\\
\sigma_{xy} & \sigma_{y} & \sigma_{xz} & \sigma_{xz}
\\
\end{array}
\]

**Diagram:**

The diagram illustrates the descent of symmetry for different rotational symmetries. It shows the transition from \( R \) to different symmetry groups, highlighting the change in symmetry operations and the corresponding effects on the molecular orbitals. The figure captures the essence of how symmetry operations affect the electronic structure, particularly focusing on the transition from \( D_{\infty h} \) to \( C_{S} \) and the implications for orbital symmetries.

**Notes:**

- The transition from \( R \) to \( D_{\infty h} \) and subsequent symmetries is depicted through a series of steps, each indicating the change in symmetry operations and their effects on molecular orbitals.
- The diagram includes a visual representation of the molecular orbitals, showing how they transform under different symmetry operations.
- The arrows between the symmetry groups indicate the flow of symmetry descent, with each step illustrating the conservation and transformation of molecular orbitals.

**References:**

The diagram is likely part of a broader discussion on symmetry and its implications in quantum chemistry, specifically in the context of molecular orbitals and their behavior under symmetry operations. This is a key aspect in understanding the electronic structure of molecules and the implications for chemical properties.