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Abstract. The long time numerical approximation of the parabolic p-Laplacian problem with
a time-independent forcing term and sufficiently smooth initial data is studied. Convergence and
stability results which are uniform for t ∈ [0,∞) are established in the L2, W 1,p norms for the
backward Euler and the Crank–Nicholson schemes with the finite element method (FEM). This result
extends the existing uniform convergence results for exponentially contractive semigroups generated
by some semilinear systems to nonexponentially contractive semigroups generated by some quasi-
linear systems.
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1. Introduction. The parabolic p-Laplacian problem is a mathematical model
possessing some important features shared by many practical problems, such as the
non-Newtonian fluid flows (see, e.g., [22, 23, 26]) and the Smagorinsky type meteorol-
ogy model (see, e.g., [27]). The dynamics of these problems, considered as dissipative
dynamical systems, is important. For a general presentation on the dissipative dy-
namical systems, see, for instance, [13, 33]. For the numerical aspects, see [31, 32].

For semilinear systems, when solutions contract towards each other exponentially
with respect to time, several classical numerical solutions approximate the corre-
sponding true solutions uniformly well for t ∈ [0,∞). This has been confirmed for
ordinary differential equations [30], reaction-diffusion equations [17, 24, 29], and for
the Navier–Stokes equations [16]. For semilinear systems, there are many interesting
results concerning the long-time numerical approximations. See, among many others
references, [7, 8, 9, 12, 14, 15, 16, 21, 25, 31, 32] and the references cited therein. How-
ever, to the best of our knowledge, no such result is yet available for a nonsemilinear
system. The purpose of this article is to extend the uniform-in-time convergence re-
sult to a quasi-linear problem, where the rate of contraction for the solutions is only
algebraic. See [10]. This model problem covers a class of problems of monotone type.
Notice that in [16], the assumption of exponential contraction is used explicitly for
the analysis of the Navier–Stokes equations. Also, assuming the (one-sided) Lipschitz
condition may imply exponential contraction.

New difficulties come from the strong nonlinearity. Some regularity results for the
solution used in the previous analysis of the semilinear problems are not available.
Also, the semigroup theory is not as easily applied as before. The p-Laplacian operator
is not self-adjoint nor commutable with many other operators. For these and other
reasons, it is not surprising that the error estimates obtained for such kind of problems
may not be optimal.
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Previous results, as in [2, 35], on the finite element method (FEM) for the
parabolic p-Laplacian problem where f, the right hand side of the equation, is Lips-
chitz continuous in time, are valid only for time t ∈ [0, T ], where T > 0. Obtaining
an optimal convergence rate is addressed in [2], which is based on extra regularity as-
sumptions on the solution. These assumptions are not easily verified. The regularity
issue is also discussed in detail in [2].

The goal of this article is to study the convergence and stability properties of
the numerical solutions valid uniformly for t ∈ [0,∞). We obtain convergence in the
L2(Ω) and W 1,p(Ω) norms for temporal and spatial semidiscretizations and for full
discretizations. Convergence in L∞(Ω) norm is thus a corollary when p > d, where d
is the dimension of the space domain of the problem. In addition, new error estimates
are obtained that were not available before. We obtain these results without any extra
regularity assumption, though the orders of error estimates are far from optimal. We
apply our analysis to the backward Euler and the Crank–Nicholson schemes and,
however, show that the backward Euler scheme is even asymptotically stable. Our
results suggest that the backward Euler scheme has some advantage over the Crank–
Nicholson scheme. But confirming this would necessitate further computing tests and
a deeper analysis. The key difference between our analysis and those of [2, 35] is
our exploration of the dynamical feature of the original system using some nonlinear
Gronwall inequalities and the use of the monotone compactness argument of [26].

These results are extended to more general cases in [19, 20]. In this article, and
in [19, 20], we discuss only the p-Laplacian problem. As part of an ongoing project,
this study will be extended to more general classes of problems, especially models of
non-Newtonian fluid flows and the Smagorinsky model in meteorology.

The rest of this article is organized as follows. In section 2, we recall some nota-
tions and preliminary results. In section 3, the temporal discretization is studied and
the orders of uniform in time convergence are derived. In section 4, the FEM semidis-
cretization is studied and the uniform-in-time convergence results are established. In
section 5, we discuss the full discretizations, where the results in sections 3 and 4 are
naturally combined. In section 6, we give the proofs of some Gronwall type lemmas
stated in section 2.

2. Notations and preliminaries.

2.1. Basic concepts. Suppose that Ω ⊂ Rd (d ≥ 1) has a Lipschitz continuous
boundary ∂Ω in the case d > 1. Assume that p ∈ (2,∞) or p ∈ (1, 2). When no
ambiguity occurs, we use u(t) or simply u to denote the function u(x, t) : Ω×R+ �→ R1,
where R+ = [0,∞).

For the functional setting, we review some facts about the Sobolev spaces. Let H
denote the space L2(Ω), endowed with the usual inner product 〈·, ·〉, and the usual
norm

‖u‖2 =

(∫
Ω

|u|2dx
)1/2

.

Denote W 1,p(Ω) = {v|v ∈ Lp(Ω), Div ∈ Lp(Ω), i = 1, ..., d}, with the norm

‖v‖W 1,p(Ω) = ‖v‖Lp(Ω) +

d∑
i=1

‖Div‖Lp(Ω).

Denote W 1,p
0 (Ω) = {v ∈ W 1,p(Ω)| v|∂Ω = 0} and W−1,p′

(Ω) = (W 1,p
0 (Ω))∗, the

dual space of W 1,p
0 (Ω), where 1/p + 1/p′ = 1. Denote (·, ·) as the duality product
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for a pair in (W 1,p
0 (Ω))∗ × W 1,p

0 (Ω). Denote ‖ · ‖ as the seminorm of W 1,p(Ω) and
the norm of W 1,p

0 (Ω), and ‖ · ‖∗ as the norm of (W 1,p
0 (Ω))∗. Let V = W 1,p

0 (Ω) and

V ′ = W−1,p′
(Ω).

Consider the following p-Laplacian problem:

∂u

∂t
= ∇ · (|∇u|p−2∇u) + f, x ∈ Ω, t ∈ (0,∞),(1)

u(x, t) = 0, x ∈ ∂Ω, t ∈ (0,∞),(2)

u(x, 0) = u0(x), x ∈ Ω,(3)

where u0 ∈ V and f ∈ V ′ are given. For simplicity, we suppose here that f is
time-independent. In [20], the discussions are extended to the case where f is time-
dependent. This problem occurs in many mathematical models of physical processes:
for example, nonlinear diffusion and filtration [28] and non-Newtonian flows [1].

Define A : V → V ′ as follows: for every v ∈ V,

(Au, v) :=

∫
Ω

|∇u|p−2∇u · ∇vdx.(4)

Definition 2.1. We say that u is a weak solution of (1)–(3) on [0, T ] if u ∈
Lp(0, T ;V ) solves the following weak problem (WP):

d

dt
〈u, v〉+ (Au, v) = 〈f, v〉,(5)

〈u(0), v〉 = 〈u0, v〉(6)

for all v ∈ V, in the sense of distribution on [0, T ]. See [24] and [31] for further
details.

2.2. Existence, uniqueness, and regularity. We recall below some classic
results.

Lemma 2.1. Suppose p ∈ (1,∞), Ω ⊂ Rd, where d ≥ 1 and Ω is bounded. Then

W 1,p(Ω)
c⊂ L2(Ω) for p ∈ (2d/(d + 2),∞). Moreover, for every p ∈ [2d/(d + 2),∞),

there is a C0 = C0(Ω, d, p), a positive constant, such that for all u ∈ V,

‖u‖ ≥ C0‖u‖2.

The following lemma is proved in [11] for d = 2. It is valid for all d ≥ 1.
Lemma 2.2. There exist positive constants α = α(p, d), β = β(p, d), such that

the following inequalities hold:
If p ∈ (1, 2), then for all u, v ∈ V,

α‖u− v‖2 ≤ (Au−Av, u− v)(‖u‖+ ‖v‖)2−p,

‖Au−Av‖∗ ≤ β‖u− v‖p−1.

If p ∈ (2,∞), then for all u, v ∈ V,

α‖u− v‖p ≤ (Au−Av, u− v),

‖Au−Av‖∗ ≤ β(‖u‖+ ‖v‖)p−2‖u− v‖.
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Using the standard Browder–Minty theory, with Lemmas 2.1 and 2.2, it is easy
to show the following result.

Lemma 2.3. For all f ∈ V ′ and µ ≥ 0, there exists a unique u ∈ V, such that,
for all v ∈ V,

µ〈u, v〉+ (Au, v) = 〈f, v〉.

Moreover,

‖u‖2 + ‖u‖ ≤ C(Ω)(‖f‖∗) 1
p−1 .

We collect the classical existence and regularity results from [4, 26, 33] in the
following theorem.

Theorem 2.1. If f ∈ V ′ and u0 ∈ H, then the problem (5)–(6) has a unique
solution u ∈ Lp(0, T ;V ) for T > 0. Thus u ∈ C[R+, H], u′ and Au ∈ Lp′

(0, T ;V ′),
for T > 0, and u0 �→ u(t) is continuous in H. Furthermore for p ∈ (2,∞), if u0 ∈
V
⋂

D(A), i.e., Au0 ∈ H, and f ∈ H, then for T > 0, u ∈ L∞(0, T ;V ) and u′ and
Au ∈ L∞(0, T ;H). Moreover, u ∈ L∞(R+;V ).

Remark 2.1. For any p ∈ (1,∞), if f ∈ H and u0 ∈ V then u ∈ L∞(R+;V ).
Further, when u0 ∈ V

⋂
D(A), we have u ∈ C(R+, V ) and u′ and Au ∈ L∞(R+, H).

These results can be proved by using the stability results obtained in section 3 and
the classic monotone compactness argument of [26]. For details, see [18]. These facts
are frequently used later.

2.3. Gronwall lemmas. We recall several versions of the Gronwall lemmas,
which are useful later. We prove Lemma 2.4, Lemma 2.7, and Lemma 2.8 in section
6. Lemmas 2.5 and 2.9 are the discrete versions of Lemma 2.4 and Lemma 2.8 and
can be proved without much difficulty by following the ideas of the proofs of Lemmas
2.4 and 2.8.

Lemma 2.4. Suppose q > 0, γ > 0, δ ≥ 0 and y(t) is nonnegative and absolutely
continuous such that for t ∈ (0,∞)

dy

dt
+ γyq(t) ≤ δ.

Then

y(t) ≤ max

{
y(0),

(
δ

γ

)1/q
}

.

Lemma 2.5. Suppose q,γ,∆t > 0, δ ≥ 0 and yn’s are nonnegative such that for
n = 1, 2, . . . ,

yn − yn−1

∆t
+ γyqn ≤ δ.

Then

yn ≤ max

{
y0,

(
δ

γ

)1/q
}

.
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The following two lemmas are improved versions of Lemmas 2.4 and 2.5 for the
case where q ∈ (1,∞). Lemma 2.6 is a slightly improved restatement of Ghidaglia’s
Gronwall lemma. See section III.5.2 of [33] for the proof. The inequalities derived
below are actually sharp.

Lemma 2.6. Suppose q > 1, γ > 0, δ ≥ 0 and y is nonnegative and absolutely
continuous on (0,∞) and satisfying

dy

dt
+ γyq ≤ δ.

Then, for t ≥ 0,

y(t) ≤
{

( δγ )
1/q if yq(0) ≤ δ

γ ,

( δγ )
1/q + {[y(0)− ( δγ )

1/q]1−q + γ(q − 1)t}1/(1−q) otherwise.

Lemma 2.7. Suppose q > 1, γ > 0, ∆t > 0, δ ≥ 0 and {yn}∞1 is a nonnegative
sequence such that

yn − yn−1

∆t
+ γyqn ≤ δ.

Then, for ∆t small enough and n = 1, 2, ..., it holds that

yn ≤ (
δ

γ
)1/q

if yq0 ≤ δ
γ . Otherwise

yn ≤ (
δ

γ
)1/q+



[
y0 −

(
δ

γ

)1/q
]1−q

+ γ(q − 1)n∆t

[
1− qγ

(
y0 −

(
δ

γ

)q−1
)
∆t

]


1/(1−q)

.

The following two lemmas are improved versions of Lemmas 2.4 and 2.5 for the
case where q ∈ (0, 1) . The inequalities given below are not necessarily sharp.

Lemma 2.8. Suppose q ∈ (0, 1), γ,δ > 0 and y is nonnegative and absolutely
continuous such that for t > 0

dy

dt
+ γyq(t) ≤ δ.

Then, for t > 0,

y(t) ≤
{

( δγ )
1/q if yq(0) ≤ δ

γ ,

( δγ )y
1−q(0) + [y(0)− δ

γ y
1−q(0)]exp(− γt

y1−q(0) ) otherwise.

Lemma 2.9. Suppose q ∈ (0, 1), γ > 0, δ ≥ 0, ∆t > 0 and {yn}∞0 is a nonnegative
sequence such that for n = 1, 2, . . . ,

yn − yn−1

∆t
+ γyqn ≤ δ.

Then, for n = 0, 1, . . . ,

yn ≤
{

( δγ )
1/q if yq0 ≤ δ

γ ,

( δγ )y
1−q
0 + (y0 − δ

γ y
1−q
0 )(1 + γyq−1

0 ∆t)−n otherwise.
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Finally, we recall the following uniform Gronwall lemma presented in section
III.1.1.3 of [33], which is a powerful tool for time uniform a priori estimates.

Lemma 2.10 (uniform Gronwall lemma). Let g, h, y be locally integrable functions
on (t0,∞), such that y′ is locally integrable on (t0,∞) and for t ∈ (t0,∞)

dy

dt
≤ gy + h,

for t ∈ (t0,∞) ∫ t+r

t

g(s)ds ≤ a1,

∫ t+r

t

h(s)ds ≤ a2,

∫ t+r

t

y(s)ds ≤ a3,

where r, a1, a2, a3 are constants. Then, for t ∈ (t0,∞),

y(t+ r) ≤ exp(a1)

(
a2 +

a3

r

)
.

3. The time discretizations. Let {ti}∞i=0 be a uniform partition of R+ with
ti = i∆t for time step ∆t > 0.

3.1. The backward Euler scheme. Consider the following recursive nonlinear
elliptic problem:

Given f ∈ V ′, u0 ∈ H, find ui ∈ V, such that for all v ∈ V,〈
ui − ui−1

∆t
, v

〉
+ (Aui, v) = 〈f, v〉,(7)

u0 = u0(x),(8)

where ui = ui(x), i = 1, 2, . . . .
By Lemma 2.1, V ⊂ H ⊂ V ′. By Lemma 2.3, there is a unique sequence {ui}∞1 ⊂

V, defined by (7).
First, we give some uniform stability results in Lemma 3.1–3.4 that are crucial in

getting the uniform convergence results.
Lemma 3.1. If f ∈ H, u0 ∈ H, then {‖ui‖2}∞0 is uniformly bounded by a constant

C(‖u0‖2, ‖f‖2).
Proof. Choosing v = ui, (7) becomes

‖ui‖2
2 +∆t‖ui‖p = ∆t〈f, ui〉+ 〈ui−1, ui〉.

Thus Lemma 2.1 gives

‖ui‖2 +∆tCp
0‖ui‖p−1

2 ≤ ‖ui−1‖2 +∆t‖f‖2.

So, by Lemma 2.5, ‖ui‖2 is uniformly bounded with respect to i and ∆t. We can get
better estimates using Lemmas 2.7 and 2.9.

If f ∈ V ′, the result similar to Lemma 3.1 holds.
Lemma 3.2. If f ∈ H and u0 ∈ H, then {‖(ui − ui−1)/∆t‖2}∞0 is monotonically

decreasing. If in addition, u0 ∈ V
⋂

D(A), then {‖(ui − ui−1)/∆t‖2}∞0 and {‖ui‖}∞0
are uniformly bounded with respect to i and ∆t. Moreover, the following estimates
hold:

If p ∈ (2,∞), then for ∆t small enough,∥∥∥∥ui − ui−1

∆t

∥∥∥∥
2

≤ L

(
i,

∥∥∥∥u1 − u0

∆t

∥∥∥∥
2

)
,



NUMERICAL ANALYSIS OF PARABOLIC p-LAPLACIAN 1867

where L(i, z) = {z2−p + αCp(p− 2)(∆t)p−2(i− 1)∆t[1− (p− 1)αCp(∆t)p−1z]} 1
2−p .

If p ∈ (1, 2), then∥∥∥∥ui − ui−1

∆t

∥∥∥∥
2

≤
∥∥∥∥u1 − u0

∆t

∥∥∥∥
2

(1 + αCp∆t)−i+1.

Proof. Setting v = ui − ui−1, (7) becomes〈
ui − ui−1

∆t
, ui − ui−1

〉
+ (Aui, ui − ui−1) = 〈f, ui − ui−1〉.

Similarly, 〈
ui−1 − ui−2

∆t
, ui − ui−1

〉
+ (Aui−1, ui − ui−1) = 〈f, ui − ui−1〉.

Subtracting the later equation from the former gives〈
ui − ui−1

∆t
, ui − ui−1

〉
+ (Aui −Aui−1, ui − ui−1) =

〈
ui−1 − ui−2

∆t
, ui − ui−1

〉
.(9)

Now it follows from Lemma 2.2 that∥∥∥∥ui − ui−1

∆t

∥∥∥∥
2

≤
∥∥∥∥ui−1 − ui−2

∆t

∥∥∥∥
2

.

So {‖(ui − ui−1)/∆t‖2}∞0 is monotonically decreasing. Notice that〈
u1 − u0

∆t
, u1 − u0

〉
+ (Au1 −Au0, u1 − u0) = 〈f, u1 − u0〉 − (Au0, u1 − u0).

Thus ∥∥∥∥ui − ui−1

∆t

∥∥∥∥
2

≤
∥∥∥∥u1 − u0

∆t

∥∥∥∥
2

≤ ‖f −Au0‖2.

Moreover

‖ui‖p = (Aui, ui) =

〈
f − ui − ui−1

∆t
, ui

〉
≤ (‖f‖2 + ‖f −Au0‖2)‖ui‖2.

Thus {‖un‖}∞0 is bounded uniformly with respect to n and ∆t by Lemma 3.1.
If p ∈ (2,∞), then by Lemma 2.1, Lemma 2.2, and (9), there exists Cp =

Cp(C0, p) > 0, such that

∥∥∥∥ui − ui−1

∆t

∥∥∥∥
2

+ αCp(∆t)p−2∆t

∥∥∥∥ui − ui−1

∆t

∥∥∥∥
p−1

2

≤
∥∥∥∥ui−1 − ui−2

∆t

∥∥∥∥
2

.

The estimate then follows immediately by Lemma 2.7.
If p ∈ (1, 2), then by Lemma 2.2 and (9),∥∥∥∥ui − ui−1

∆t

∥∥∥∥
2

+ αC0(‖ui‖+ ‖ui−1‖)p−2‖ui − ui−1‖ ≤
∥∥∥∥ui−1 − ui−2

∆t

∥∥∥∥
2

.



1868 NING JU

Since {‖ui‖}∞0 is uniformly bounded with respect to i and ∆t, by Lemma 2.1, there
exists Cp = Cp(C0, p, ‖f‖2, ‖f −Au0‖2) > 0, such that∥∥∥∥ui − ui−1

∆t

∥∥∥∥
2

+ αCp‖ui − ui−1‖2 ≤
∥∥∥∥ui−1 − ui−2

∆t

∥∥∥∥
2

.

Thus the estimation follows from induction on i.
If u0 ∈ V and f ∈ H, then {‖ui‖}∞0 is still bounded uniformly with respect to n.

See [19, 20].
Essentially following the proof of Lemma 4 of [35], we have the following lemma.
Lemma 3.3. If f ∈ H, u0 ∈ V

⋂
D(A), then {‖Aui‖2}∞0 is uniformly bounded

with respect to i and ∆t.
Let {tn,i}∞i=0 be a uniform partition of R+. Let tn,i = i∆tn, with time step

∆tn > 0. Let {un,i}∞i=0 be the solution set defined by (7)–(8) with ∆t replaced by
∆tn. Notice that the n in the subscripts of un,i is used to specify the difference
between the corresponding quantities with different time steps ∆tn.

Define

un(t) :=
t− tn,i
∆tn

un,i+1 +
tn,i+1 − t

∆tn
un,i, tn,i < t ≤ tn,i+1, i = 0, 1, . . . ,

ūn(t) := un,i+1, tn,i < t ≤ tn,i+1, i = 0, 1, . . . ,

where tn,i = i∆tn. We sometimes drop n in un,i and ∆tn when no ambiguity occurs.
By the above definition, Lemmas 3.1 and 3.2, we immediately have the following
lemma.

Lemma 3.4. For every ∆tn > 0, if u0 ∈ H, f ∈ H, then the functions ‖un(t)‖2

and ‖ūn(t)‖2 are bounded uniformly for t ∈ R+ with bounds independent of n and ∆tn;
if u0 ∈ V

⋂
D(A), f ∈ H, the functions ‖un(t)‖ and ‖ūn(t)‖ are bounded uniformly

for t ∈ R+ with bounds independent of n and ∆tn.
Remark 3.1. We do not have an estimate on ‖Aun(t)‖2 which is still an unsolved

problem. However, by making use of the classic monotone compactness argument,
one can prove that, when u0 ∈ V

⋂
D(A), Aūn converges weak-star in L∞(R+;H)

to Au ∈ L∞(R+;H), and thus u′ ∈ L∞(R+;H). Alternatively, since ‖Au0‖2 is
bounded, ‖u′

n(t)‖2 is bounded uniformly for t ∈ [0,∞). Using the classic monotone
compactness argument, u′

n converges weak-star L∞(R+;H) to u′ ∈ L∞(R+;H), thus
Au ∈ L∞(R+;H). See [18] for details. Notice that these facts will be used frequently
later.

Now we give the uniform convergence theorem in the space H.
Theorem 3.1 (uniform convergence in H). Suppose that f ∈ H, u0 ∈ V

⋂
D(A).

Then {un} is a Cauchy sequence in C[R+;H], and it converges to u in C[R+;H]
uniformly with respect to t as ∆t → 0. Moreover, there exists a C(t) ≥ 0, independent
of ∆t and uniformly bounded for t ∈ R+, such that, for p ∈ (1,∞) and t ∈ R+,

‖u(t)− un(t)‖2 ≤ C(t)(∆t)1/r,

where r = max{2, p}. Further, if p ∈ (1, 2) then C(t) → 0 exponentially as t → +∞
and if p ∈ (2,∞) then for ∆t > 0 fixed and sufficiently small, C(t) = O(t1/p(2−p)), as
t → ∞.

Proof. By definition of un(t),〈
dun

dt
, v

〉
+ (Aun,i+1, v) = 〈f, v〉, tn,i < t ≤ tn,i+1.
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By Theorem 2.1, 〈
du

dt
, v

〉
+ (Au, v) = 〈f, v〉, tn,i < t ≤ tn,i+1.

Let v = u − un,i+1 in the above equations, and subtracting the latter from the
former, we have for t ∈ (tn,i, tn,i+1], using Theorem 2.1 and Remark 2.1,

1

2

d

dt
‖u− un‖2

2 + (Au−Aun,i+1, u− un,i+1) = (u′ − u′
n, un,i+1 − un).

By Lemma 2.2, Lemma 3.2, and Remark 3.1, there are positive constants c1, c2
independent of t, ∆t and n such that

d

dt
‖u− un‖2

2 + c1‖u− un,i+1‖r ≤ c2

∥∥∥∥un,i+1 − un,i

∆t

∥∥∥∥
2

∆t.

For r ≥ 2, there exists a positive constant, Cr > 0, depending only on r such that

‖u− un‖r = ‖u− un,i+1 + un,i+1 − un‖r ≤ Cr(‖u− un,i+1‖r + ‖un,i+1 − un‖r).
Notice also that by Lemma 2.2, Lemma 3.2, and Lemma 3.3 there exists a positive
constant, C ′

r > 0, independent of t, n and ∆t such that

‖un,i+1 − un,i‖r ≤ C ′
r‖un,i+1 − un,i‖2 ≤ C ′

r

∥∥∥∥un,i+1 − un,i

∆t

∥∥∥∥
2

∆t.

Thus there are positive constants c3, c4 independent of t, ∆t and n such that

d

dt
‖u− un‖2

2 + c3‖u− un‖r ≤ c4

∥∥∥∥un,i+1 − un,i

∆t

∥∥∥∥
2

∆t.

The error estimate in the H norm is obtained by an application of Lemma 2.1, Lemma
2.4, and Lemma 3.2. C(t) is obviously uniformly bounded since ‖(un,i+1 − un,i)/∆t‖2
is by Lemma 3.2. Better estimation of C(t) is as follows.

For p ∈ (1, 2), notice that by Lemma 3.2 there are constants c, c′ > 0 such that∥∥∥∥un,i+1 − un,i

∆t

∥∥∥∥
2

≤ c exp(−c′αCpt).

So C(t) goes to 0 exponentially as t → +∞.
For p ∈ (2,∞), when ∆t > 0 is fixed, notice that there is a constant c > 0 such

that ∥∥∥∥un,i+1 − un,i

∆t

∥∥∥∥
2

≤ ct1/(2−p).

In fact, for p ∈ (2,∞) we can still get control of C(t) without fixing ∆t. Notice
the fact that for a, b > 0 and θ ∈ (0, 1],

a+ b ≥ aθb1−θ.

Then, by Lemma 3.2, there is a constant c > 0 such that∥∥∥∥un,i+1 − un,i

∆t

∥∥∥∥
2

≤ ctθ/(2−p)(∆t)−θ.
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Thus, by Lemma 2.4, there is a constant c > 0 such that

‖u(t)− un(t)‖2 ≤ ctθ/p(2−p)(∆t)(1−θ)/p.

This comment can be used in the following theorem to relax ∆t.
Next we give a uniform convergence result in the space of V .
Theorem 3.2 (uniform convergence in V ). Suppose that f ∈ H and u0 ∈

V
⋂

D(A). Then {un} is a Cauchy sequence in C[R+;V ] and it converges to u ∈
C[R+;V ] uniformly with respect to n as ∆t → 0. Moreover, there exists a C(t) ≥ 0
independent of ∆t and uniformly bounded for t ∈ R+ such that

‖un(t)− u(t)‖ ≤ C(t)(∆t)1/r
2

,

where r = max{2, p}. Further, if p ∈ (1, 2) then C(t) goes to 0 exponentially as t → ∞
and if p ∈ (2,∞) then for fixed ∆t > 0, C(t) = O(t1/p

2(2−p)) as t → ∞.
Proof. By definition of un(t), for all t ∈ (ti, ti+1),

‖un(t)− u(t)‖ =

∥∥∥∥ t− ti
∆t

ui +
ti+1 − t

∆t
ui+1 − u(t)

∥∥∥∥
≤ t− ti

∆t
‖ui − u(i∆t)‖+ ti+1 − t

∆t
‖ui+1 − u((i+ 1)∆t)‖

+
t− ti
∆t

‖u(t)− u(i∆t)‖+ ti+1 − t

∆t
‖u(t)− u((i+ 1)∆t)‖.

If p ∈ (2,∞) then by Lemma 2.2,

α‖ui − u(i∆t)‖p ≤ (Aui −Au(i∆t), ui − u(i∆t))

≤ (‖Aui‖2 + ‖Au(i∆t)‖2)‖ui − u(i∆t)‖2

and

α‖u(t)− u(i∆t)‖p ≤ (Au(t)−Au(i∆t), u(t)− u(i∆t))

≤ (‖Au(t)‖2 + ‖Au(i∆t)‖2)‖u(t)− u(i∆t)‖2

≤ (‖Au(t)‖2 + ‖Au(i∆t)‖2)‖u′(t′)‖2∆t,

where t′ ∈ [ti, ti+1].
The case p ∈ (1, 2) can be treated similarly. We omit it for brevity. Using

the above estimates, Lemma 3.3, Theorem 3.1, and Remark 3.1, the theorem is
proved.

Notice the comment following the proof of Theorem 3.1 dealing with the situation
when ∆t is not fixed.

The above two theorems show that even if ∆t does not go to zero as n → ∞,
we still get convergence in H and V . This is interesting from the point of view of
dynamics.

The above theorems give uniform convergence results for the backward Euler
scheme. The proofs apply as well to the time discretization of semidiscrete methods,
such as FEM, to be discussed in section 4.

Remark 3.2. 1. From the above theorems, we see that u ∈ C(R+, V ). In [35],
a local result similar to Theorem 3.1 is obtained for p ∈ (2,∞) and f Lipschitz
continuous with respect to t inH, which is crucial in getting the final local convergence
result of [35]. The proof is different from ours. The key point in [35] is proving the
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local result u ∈ C([0, T ], V ) for T > 0. We get this result in the global version as a
by-product of Theorems 3.1 and 3.2. Our proof here is much simpler since we are able
to use Theorem 2.1 and also Remark 3.1. The case of f being Lipschitz continuous in
H can be treated similarly. See [19, 20] for details.

2. If u0 ∈ H, we can still use the classic monotone compact argument presented
in Chapter II of [26] to show that {un}∞0 still converges to u in some sense, but then,
u is only the unique solution of (5)–(6) in the sense of distribution on (0, T ) only, for
any T > 0, rather than pointwise. See [20] for details.

The proof of the following stability results is omitted for brevity. Using Lemma
2.2, it can be obtained by Lemma 2.7 for p ∈ (2,∞) and by induction for p ∈ (1, 2).

Theorem 3.3 (stability). Let {un}∞0 , {vn}∞0 be two different sequences solving
(7) with different initial u0, v0 ∈ V

⋂
D(A). Let wn := un − vn. Then there exists a

C = C(α, p, f) and a C ′ = C ′(α, p, f, u0, v0) > 0, such that for all n = 0, 1, . . . , the
following hold:

If p ∈ (1, 2), then

‖wn‖2 ≤ ‖w0‖2e
−Cn∆t,

‖wn‖ ≤ C ′‖wn‖1/2
2 .

If p ∈ (2,∞) and ∆t > 0 is sufficiently small, then

‖wn‖2 ≤ ‖w0‖2{1 + ‖w0‖p−2
2 αCp

0 (p− 2)n∆t(1− (p− 2)αCp
0‖w0‖p−2∆t)}1/(2−p),

‖wn‖ ≤ C ′‖wn‖1/p
2 .

For the above H estimates to hold, we require only that u0, v0 ∈ H.
This theorem shows that the backward Euler scheme is not only unconditionally

stable, i.e., there is no restriction on the ratio of temporal step size to spatial mesh
size, but is also asymptotically stable. In fact, for p ∈ (1, 2), it is even exponentially
stable.

3.2. The Crank–Nicholson scheme. We summarize some of the convergence
and stability results for the Crank–Nicholson scheme. They are also valid for the more
general θ-methods. For brevity, the proofs are omitted. See [18] for details.

Consider the following recursive nonlinear elliptic problems:
Given ui−1 ∈ V, find ui ∈ V ), such that〈

ui − ui−1

∆t
, v

〉
+

(
A
ui + ui−1

2
, v

)
= 〈f, v〉,(10)

u0 = u0(x),(11)

where ui = ui(x), i = 1, 2, . . . .
We can define the solution sequence {un} of (10)–(11) as before and prove the

following results following the ideas above.
Theorem 3.4 (convergence). Suppose that f ∈ H, u0 ∈ V

⋂
D(A). Then {un}

is a Cauchy sequence in C[R+;V ] and it converges to u ∈ C[R+;V ] uniformly with
respect to n as ∆t → 0. Moreover, there exists a C = C(u0, f) ≥ 0 independent of
∆tn and n such that the following estimates hold:

If p ∈ (2,∞), then

‖un(t)− u(t)‖2 ≤ C(u0, f)(∆tn)
p′/p2

,

‖un(t)− u(t)‖ ≤ C(u0, f)(∆tn)
p′/p3

.
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If p ∈ (1, 2), then

‖un(t)− u(t)‖2 ≤ C(u0, f)(∆tn)
(p−1)/2,

‖un(t)− u(t)‖ ≤ C(u0, f)(∆tn)
(p−1)/4.

Theorem 3.5 (stability). Let {un}∞0 , {vn}∞0 be two different sequences solving
(11) with different initial data u0, v0 ∈ V

⋂
D(A). Let wn := un − vn. Then, for

n = 0, 1, . . . ,

‖wn‖2 ≤ ‖w0‖2.

Moreover, there exists a C > 0 independent of n and ∆t, such that for n = 0, 1, . . . ,

‖wn‖ ≤ C‖wn‖1/p
2 if p ∈ (2,∞),

‖wn‖ ≤ C‖wn‖1/2
2 if p ∈ (1, 2).

Notice that we use u0 ∈ V for the existence result. Even though we still have the
unconditional stability here, we could not get the asymptotic stability. The conver-
gence and stability results for this scheme suggest no advantage over backward Euler
scheme, especially when high regularity is unavailable. However, confirming this point
needs further computing tests and deeper analyses.

4. A semi-discrete finite element method. For simplicity, we assume that Ω
is convex with piecewise smooth boundary ∂Ω where d ≥ 1. In this case, interpolation
theory is immediately available. However, the discussion given here can be extended
to more general cases using standard techniques.

Let Sh(Ω) be a regular conforming finite element space of V, where h is the
maximum of the diameters of the elements of triangulation. See, e.g., [6]. Let Πh : V →
Sh(Ω) be the Lagrangian interpolation operator. Define the operator Ph : V → Sh(Ω)
such that for v ∈ V,

(APhv, vh) = (Av, vh) for all vh ∈ Sh(Ω).

We recall and establish some important properties about Ph. The first convergence
property was proved in [11] for d = 2, which is also true for d ≥ 1.

Lemma 4.1 (convergence). For every v ∈ V,

lim
h→0

‖v − Phv‖ = 0.

Due to Lemma 2.2, it is easy to show the following.
Lemma 4.2 (stability). Suppose that v, ṽ ∈ V . Then ‖Phv‖ ≤ ‖v‖. Moreover,

‖Phv − Phṽ‖p−1 ≤ β

α
(‖v‖+ ‖ṽ‖)p−2‖v − ṽ‖ for all p ∈ (2,∞),

‖Phv − Phṽ‖ ≤ β

α
(‖v‖+ ‖ṽ‖)2−p‖v − ṽ‖p−1 for all p ∈ (1, 2).

Next we establish a uniform convergence lemma.
Lemma 4.3 (uniform convergence). Suppose v ∈ C[R+

⋃{∞}, V ]. Then

lim
h→0+

‖v(t)− Phv(t)‖ = 0,
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where the convergence is uniform for t ∈ R+

⋃{∞}.
Proof. The convergence follows from Lemma 4.1. We need only to show it is

uniformly true. We prove it by a contradiction. Suppose there exist ε0 > 0, {hn}∞n=1 ⊂
R+ and {tn}∞n=1 ⊂ R+ such that hn → 0 as n → ∞, and

‖v(tn)− Phnv(tn)‖ ≥ ε0.

Since {tn}∞n=1 ⊂ R+, there is a t∗ ∈ R+ or t∗ = ∞ such that {tn}∞n=1 has a sub-
sequence, without loss of generality still denoted as {tn}∞n=1, such that tn → t∗, as
n → ∞. Since

‖v(tn)− Phnv(tn)‖ ≤ ‖v(tn)− v(t∗)‖+ ‖v(t∗)− Phn
v(t∗)‖+ ‖Phn

v(t∗)− Phn
v(tn)‖

and

lim
t→t∗

‖v(t)− v(t∗)‖ = 0,

by Lemma 4.1, Lemma 4.2,

lim
n→∞ ‖v(tn)− Phn

v(tn)‖ = 0,

which is a contradiction.
This lemma is quite general, as it requires only the projection operator Ph to

have the convergence property and the uniform boundedness in h, properties often
satisfied by many similar projection operators.

Using an argument of [34] (see also [5],), with the boundedness of the projection
operators Ph and Πh uniform in h, i.e., the fact that for every v ∈ V, there exists a
c ≥ 0, a constant independent of v, such that ‖Phv‖, ‖Πhv‖ ≤ c‖v‖, it is easy to prove
the following approximation property of Ph.

Lemma 4.4 (approximation). For every v ∈ V, there exists a C = C(‖v‖) ≥ 0
such that

‖v − Phv‖ ≤ C‖v −Πhv‖s,

where s = 2
p and if p ∈ (2,∞); s = p

2 , if p ∈ (1, 2).
Consider the following semidiscrete FEM scheme.
Find uh ∈ Sh(Ω), such that for all vh ∈ Sh(Ω),〈

duh

dt
, vh

〉
+ (Auh, vh) = 〈f, vh〉,(12)

(Auh(0), vh) = (Au(0), vh).(13)

Lemma 4.5 (existence and uniqueness). If u0 ∈ V and f ∈ H, then there exists
a unique uh ∈ L∞(R+, Sh(Ω)

⋂
V ) solving (12)–(13).

Proof. Local existence of uh follows from Peano’s theorem and Lemma 4.7. The
uniqueness of uh(t) follows from the monotonicity of the operator A. The global
existence of uh(t) follows from the boundedness of uh(t) uniform in time, which is
shown as follows.

Setting vh = uh(t) in (12), we have

1

2

d

dt
‖uh(t)‖2

2 + α‖uh(t)‖p ≤ ‖f‖2‖uh(t)‖2.(14)
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By Lemma 2.1, it is easy to show that there exists a C1 = C1(α, p) > 0 such that for
t ∈ [0, T ),

d

dt
‖uh(t)‖2 + C1‖uh‖p−1

2 ≤ ‖f‖2.

By Lemma 2.4, ‖uh(t)‖2 is uniformly bounded for t ∈ [0, T ) and the bound is indepen-
dent of T . By (14), using Hölder’s inequality, there exists Ci = Ci(α, p) > 0, i = 2, 3,
such that

d

dt
‖uh(t)‖2

2 + C2‖uh(t)‖p ≤ C3‖f‖q2,

where 1/p+ 1/q = 1. By integration, for t ∈ [0, T − r), and r > 0,

‖uh(t+ r)‖2
2 + C2

∫ t+r

s=t

‖uh(s)‖pds ≤ ‖uh(t)‖2
2 + C3r‖f‖q2.

Setting vh = u′
h(t) :=

d
dtuh(t) in (12),

‖u′
h(t)‖2

2 +
1

p

d

dt
‖uh(t)‖p = 〈f, u′

h(t)〉 ≤
1

2
‖f‖2

2 +
1

2
‖u′

h(t)‖2
2.

Thus

d

dt
‖uh(t)‖p ≤ p

2
‖f‖2

2.

By integration, for t ∈ [0, T − r), and r > 0,

p

2

∫ t+r

s=t

‖f‖2
2ds ≤ pr

2
‖f‖2

2.

By the above estimates and the uniform Gronwall lemma, ‖uh(t)‖ is also uniformly
bounded for all t ∈ [0, T ), with the bound independent of T .

The discussion in section 3 can be easily adapted to show the following results for
(12)–(13). Denote {uh,n}∞0 as the backward Euler solution sequence for (12)–(13). In
particular, when un, un are replaced with uh,n, uh,n, Lemma 3.4 still holds. Besides,
we have the following result.

Lemma 4.6. Suppose that f and u0 ∈ V
⋂

D(A). Then ‖u′
h(t)‖2 and {‖Auh(t)‖∗2,h}

are uniformly bounded for t ∈ R+, where

‖Auh(t)‖∗2,h := sup
vh∈Sh(Ω)

|(Auh(t), vh)|
‖vh‖2

.

Proof. Notice that Lemma 3.2 is still valid if we replace ui and ui−1 with uh,i

and uh,i−1 respectively. In order to prove this, we need only to check the initial data.
This is obtained easily from the following equality:

1

∆t
〈uh,1 − uh,0, uh,1 − uh,0〉+ (Auh,1 −Auh,0, uh,1 − uh,0)

= 〈f, uh,1 − uh,0〉 − (Au0, uh,1 − uh,0).

Thus, by the classical monotone compact argument, (uh,n−uh,n−1)/∆t converges
weakly to u′

h in H
⋂

Sh(Ω). Also, ‖Auh(t)‖∗2,h ≤ ‖f‖2 + ‖f −Au0‖2. Thus the lemma
is proved.
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Thanks to the Gronwall lemmas in section 2.3, the stability estimates in terms of
both global boundedness and perturbation of the solutions to (5)–(6) can be obtained
easily. In the following theorem, we state only the results on the perturbation for
(5)–(6), since it will be used later. Using Lemma 2.2 and Remark 2.1, the proof of
this theorem can be obtained by Lemma 2.6 for p ∈ (2,∞) and by integration for
p ∈ (1, 2). Similar results are also available for all the discrete problems discussed in
this article.

Theorem 4.1 (stability). Let u(t) and v(t) be the solutions of (5) with initial
data u0, v0 ∈ H. Then, there exists a C1 = C1(α, p, f) > 0, such that for t ∈ R+,

‖u(t)− v(t)‖2 ≤ ‖u(0)− v(0)‖2{1 + ‖u(0)− v(0)‖p−2
2 C1t}1/(2−p) if p ∈ (2,∞),

‖u(t)− v(t)‖2 ≤ ‖u(0)− v(0)‖2e
−C1t if p ∈ (1, 2).

Further, if u0, v0 ∈ V
⋂

D(A), then there exists a C2 = C2(α, p, f, u0, v0) > 0 such
that for t ∈ R+,

‖u(t)− v(t)‖ ≤ C2‖u(t)− v(t)‖1/p
2 if p ∈ (2,∞),

‖u(t)− v(t)‖ ≤ C2‖u(t)− v(t)‖1/2
2 if p ∈ (1, 2).

From the above theorem, we see that for p ∈ (1, 2), the contraction is at least
exponential. While for p ∈ (2,∞) and f = 0, it is shown to be algebraic only. See [10].

Define ū ∈ V to be the solution of the following problem: for all v ∈ V,

(Aū, v) = 〈f, v〉.
By Lemma 2.3, ū exists and is unique.

Define e(t) = u(t)− ū ∈ V for t ∈ R+. Then, for v ∈ V,〈
de(t)

dt
, v

〉
+ (Au−Aū, v) = 0.

By Theorem 4.1, we have immediately the following theorem.
Theorem 4.2 (stability). There exists a C1 = C1(α, p, f) > 0 such that for

t ∈ R+,

‖e(t)‖2 ≤ ‖e(0)‖2{1 + ‖e(0)‖p−2
2 C1t}1/(2−p) if p ∈ (2,∞),

‖e(t)‖2 ≤ ‖e(0)‖2e
−C1t if p ∈ (1, 2).

Further, if u0, v0 ∈ V
⋂

D(A), then there exists a C2 = C2(α, p, f, u0, v0) > 0 such
that for t ∈ R+,

‖e(t)‖ ≤ C2‖e(t)‖1/p
2 if p ∈ (2,∞),

‖e(t)‖ ≤ C2‖e(t)‖1/2
2 if p ∈ (1, 2).

By Theorem 4.2, we have the following result from Lemma 4.3 immediately.
Corollary 4.1. Suppose f ∈ H, u0 ∈ V

⋂
D(A) and u is the solution of (5)–(6).

Then

lim
h→0+

‖u(t)− Phu(t)‖ = 0,

where the convergence is uniform for t ∈ R+.
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Suppose u is the solution of (5)–(6), uh is the solution of (12)–(13). Then it is
easy to show the following equality: i.e., for all vh ∈ Sh(Ω) and for all t > 0,

1

2

d

dt
‖u− uh‖2

2 + (Au−Auh, u− uh) = 〈u′ − u′
h, u− vh〉+ (Au−Auh, u− vh).(15)

This equality is always used in our later convergence analysis.
Now we state and prove our main uniform convergence theorem.
Theorem 4.3 (uniform convergence). Suppose that f ∈ H and u0 ∈ V

⋂
D(A).

Then uh ∈ C[R+;Sh(Ω)] and it converges to u ∈ C[R+;V ] uniformly for t ∈ R+

⋃{∞},
as h → 0.

Proof. We prove the case p ∈ (2,∞). The case p ∈ (1, 2) can be treated similarly.
It is easy to see that, by letting vh = Phu in (15), there exists a C = C(β, p, C0, u0, f) ≥

0 such that

1

2

d

dt
‖u− uh‖2

2 + αCp
0‖u− uh‖p2 ≤ C‖u− Phu‖.(16)

By Corollary 4.1, for every ε > 0, there exists a hε > 0 such that for h ∈ (0, hε),

1

2

d

dt
‖u− uh‖2

2 + αCp
0‖u− uh‖p2 ≤ Cε.

By Lemma 2.4,

‖u(t)− uh(t)‖2 ≤ max

{
‖u0 − Phu0‖2,

(
Cε

αCp
0

)1/p
}

≤ max

{
C−1

0 ε,

(
Cε

αCp
0

)1/p
}

.

Thus, for t ∈ R+,

lim
h→0

‖u(t)− uh(t)‖2 = 0,(17)

where the convergence is uniform for t ∈ R+. Moreover, for t ∈ R+,

lim
h→0

‖Phu(t)− uh(t)‖2 ≤ lim
h→0

‖Phu(t)− u(t)‖2 + lim
h→0

‖u(t)− uh(t)‖2 = 0,(18)

where the convergence is uniform for t ∈ R+.
We now prove the uniform convergence in V . Notice that for p ∈ (2,∞) and

t ∈ R+,

α‖u(t)− uh(t)‖p ≤ (Au−Auh, u− uh)

= (Au, u− uh)− (Auh, u− Phu)− (Auh, Phu− uh)

≤ ‖Au‖2‖u− uh‖2 + ‖uh‖p−1‖u− Phu‖+ ‖Auh‖∗2,h‖Phu− uh‖2.

Thus, by Remark 2.1, (17), Lemma 4.5, Corollary 4.1, Lemma 4.6, and (18), the above
inequality yields that for t ∈ R+,

lim
h→0

‖u(t)− uh(t)‖ = 0,

and the convergence is uniform for t ∈ R+.
In the above theorem, we assumed only u0 ∈ V

⋂
D(A). Here we are not concerned

much with “optimum” convergence order, but rather the convergence uniform in time,
with no extra regularity requirements.
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We give two theorems below that allow us to get higher convergence rates. For
simplicity, we use c’s to denote some generic positive constants that are independent
of h, t and might be different in different occasions. Further dependence of the c’s will
be specified only if it is important for the discussion.

Theorem 4.4 (error estimates in H). Suppose that f ∈ H, u0 ∈ V
⋂

D(A) and
r = max{2, p}. Then there exists a constant c > 0 independent of h and t such that
for t ≥ 0 and for any vh ∈ Sh(Ω),

‖u(t)− uh(t)‖2
2 ≤ cmax{‖u0 − uh(0)‖2

2, ‖u− vh‖2/r
L∞(R+,V )},

‖u(t)− uh(t)‖2
2 + ‖u(t)− uh(t)‖rLr(R+,V )

≤ c{‖u0 − uh(0)‖2
2 + ‖u− vh‖L1(R+,V )}.

In particular, we can choose vh = Phu and uh(0) = Phu0.
Proof. It is easy to see from (15), using Lemma 2.2, that there exists a positive

constant, C = C(β, p, C0, u0, f), independent of t and h, such that for all vh ∈ Sh(Ω),

1

2

d

dt
‖u− uh‖2

2 + αCα‖u− uh‖r ≤ C‖u− vh‖.(19)

The first estimate follows from (19), using Lemma 2.4, and the second from a
direct integration of (19) and the use of Lemma 2.2.

We improve the estimates in the above theorem by making use of the following
two technical lemmas from [2].

Lemma 4.7. For p ∈ (1,∞) and δ ≥ 0, there exist positive constants c1, c2, which
depend only on p and d, such that for all ξ, η ∈ Rd and d ≥ 1,

||ξ|p−2ξ − |η|p−2η| ≤ c1|ξ − η|1−δ(|ξ|+ |η|)p−2+δ,

(|ξ|p−2ξ − |η|p−2η) · (ξ − η) ≥ c2|ξ − η|2+δ(|ξ|+ |η|)p−2−δ.

Lemma 4.8. For p ∈ (1,∞), there exists a ε0 > 0 such that for all a, σ1 and
σ2 ≥ 0 and for all ε ∈ (0, ε0),

(a+ σ1)
p−2σ1σ2 ≤ ε(a+ σ1)

p−2σ2
1 + C(ε−1)(a+ σ2)

p−2σ2
2 .

The following lemma is motivated by the proof of Theorem 3.2 of [2].
Lemma 4.9. Suppose that f ∈ H, u0 ∈ V

⋂
D(A), u and uh are the solutions

to (5)–(6) and (12)–(13), respectively. Then, for all vh ∈ Sh(Ω), there exist constants
c3, c4 > 0, such that, for all t ∈ R+,

1

2

d

dt
‖u− uh‖2

2 + c3

∫
Ω

(|∇u|+ |∇uh|)p−2|∇(u− uh)|2dx

≤ 〈u′ − u′
h, u− vh〉+ c4

∫
Ω

(|∇u|+ |∇vh|)p−2|∇(u− vh)|2dx.

Proof. By Lemma 4.7 with δ = 0 and using (15),

1

2

d

dt
‖u− uh‖2

2 + c2

∫
Ω

(|∇u|+ |∇uh|)p−2|∇(u− uh)|2dx

≤ 1

2

d

dt
‖u− uh‖2

2 + (Au−Auh, u− uh)

= 〈u′ − u′
h, u− vh〉+ (Au−Auh, u− vh)

≤ 〈u′ − u′
h, u− vh〉+ c1

∫
Ω

(|∇u|+ |∇uh|)p−2|∇(u− uh)||∇(u− vh)|dx.
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Notice that for all ξ, η ∈ Rd,

(|ξ|+ |η|)/2 ≤ |ξ|+ |ξ − η| ≤ 2(|ξ|+ |η|),(20)

and by Lemma 4.8,∫
Ω

(|∇u|+ |∇(u− uh)|)p−2|∇(u− uh)||∇(u− vh)|dx

≤ ε

∫
Ω

(|∇u|+ |∇(u− uh)|)p−2|∇(u− uh)|2dx

+Cε

∫
Ω

(|∇u|+ |∇(u− vh)|)p−2|∇(u− vh)|2dx.

Thus the lemma is proved by considering the above three inequalities.
Now we state and prove our theorem.
Theorem 4.5 (error estimates in H). Suppose that f ∈ H, u0 ∈ V

⋂
D(A),

r = max{2, p}, and s = min{2, p}. Then for all vh ∈ Sh(Ω), there exists a constant
c > 0 independent of h and t, depending on ‖vh‖, such that for t ≥ 0 and for any
vh ∈ Sh(Ω),

‖u(t)− uh(t)‖2
2 ≤ cmax{‖u0 − uh(0)‖2

2, ‖u− vh‖2/r
L∞(R+,H) + ‖u− vh‖2s/r

L∞(R+,V )},
‖u(t)− uh(t)‖2

2 + ‖u(t)− uh(t)‖rLr(R+,V )

≤ c{‖u0 − uh(0)‖2
2 + ‖u− vh‖L1(R+,H) + ‖u− vh‖sLs(R+,V )}.

In particular, we can choose vh = Phu and uh(0) = Phu0.
Proof. We show that there exist c5, c6 > 0 independent of h, t such that, for all

t > 0,

1

2

d

dt
‖u− uh‖2

2 + c5‖u− uh‖r ≤ 〈u′ − u′
h, u− vh〉+ c6‖u− vh‖s,(21)

from which the theorem follows using Lemmas 2.4 and 2.2 for the first estimate and
integrating (21) and Lemma 2.2 for the second.

If p ∈ (2,∞), it is easy to see, by Lemmas 4.7 and 4.9, that

1

2

d

dt
‖u− uh‖2

2 + c‖u− uh‖p

≤ 1

2

d

dt
‖u− uh‖2

2 + c3

∫
Ω

(|∇u|+ |∇uh|)p−2|∇(u− uh)|2dx

≤ 〈u′ − u′
h, u− vh〉+ c4

∫
Ω

(|∇u|+ |∇vh|)p−2|∇(u− vh)|2dx

≤ 〈u′ − u′
h, u− vh〉+ c‖u− vh‖2,

where the Hölder’s inequality is used for the last inequality.
If p ∈ (1, 2), letting q = p(2− p)/2, we have

1

2

d

dt
‖u− uh‖2

2 + c‖u− uh‖2

=
1

2

d

dt
‖u− uh‖2

2 + c

{∫
Ω

(|∇u|+ |∇uh|)q(|∇u|+ |∇uh|)−q|∇(u− uh)|pdx
}2/p
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≤ 1

2

d

dt
‖u− uh‖2

2 + c3

∫
Ω

(|∇u|+ |∇uh|)p−2|∇(u− uh)|2dx

≤ 〈u′ − u′
h, u− vh〉+ c4

∫
Ω

(|∇u|+ |∇vh|)p−2|∇(u− vh)|2dx

≤ 〈u′ − u′
h, u− vh〉+ c

∫
Ω

(|∇u|+ |∇(u− vh)|)p−2|∇(u− vh)|2dx
≤ 〈u′ − u′

h, u− vh〉+ c‖u− vh‖p,
where the Hölder’s inequality is used for the first inequality, Lemma 4.9 for the second,
and (20) for the third.

Remark 4.1. 1. The above theorem can be considered as a global version of some
local results obtained in [2]. The choice of vh here is just for estimating errors and
not for computing. But ‖vh‖ must be uniformly bounded with respect to time if vh
is chosen as time-dependent. However, this requirement is not explicitly needed for
Theorem 4.4. Considering Lemma 4.4, Πhu is better than Phu in getting higher order
error estimates. Even if u /∈ C(Ω̄), a nonlocal interpolation operator can still be used.
Details are omitted here. Comparing (19) and (21), we see that (21) can give better
estimates on the rate of convergence.

2. The choice of uh(0) has more freedom, though this is indeed to be computed. A
first glance of the estimates in Theorems 4.4 and 4.5 seems to suggest that if there is
a large error in approximating the initial condition, then this large error will be kept
forever. This is so for local in time convergence. But things are better in our case. In
fact, we only applied Lemma 2.4 to get the estimates of Theorems 4.4 and 4.5. For
r = max{2, p}, if we use Lemma 2.6 for the case r > 2 and the direct integration for
the case r = 2, then it is easy to see that the error in the initial condition will be
damped away either algebraically or exponentially as t → ∞.

In fact, under the conditions of Lemma 2.6, it is easy to see that even if δ ≥ 0 is
time-dependent,

y(t) ≤
(
δ

γ

)1/q

+ [γ(q − 1)t]1/(1−q).

Thus, for p ∈ (2,∞), we have from (19) that there is a constant c > 0 such that

‖u(t)− uh(t)‖2
2 ≤ c‖u(t)− vh‖2/r + ct2/(2−r),

and from (21) that there is a constant c > 0 such that

‖u(t)− uh(t)‖2
2 ≤ c(‖u(t)− vh‖2/r

2 + ‖u(t)− vh‖2s/r) + ct2/(2−r).

So, for p ∈ (2,∞), when t is very large, the initial error can in fact be ignored
completely.

The case p ∈ (1, 2) can be treated by a direct integration and it is easy to see that
the decay of the influence of the initial error is exponential as t → ∞. These results
are not available from the analysis of [2, 35], as dynamics was not considered there.

3. For p ∈ (2,∞), the condition u ∈ L2(0, T ;W 2,2(Ω))
⋂

L∞(0, T ;W 1,∞(Ω)) was
imposed in [2] to get their desired error bound. (The same error bound holds for
u ∈ Lp(0, T ;W 2,p(Ω)); but this is possibly harder to establish for p > 2.) As shown
above, even for global case some estimates can still be obtained without this condi-
tion. Of course, dropping this condition might slightly lower the order of the error
estimates.
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Finally we give an error estimate in V .
Theorem 4.6 (error estimate in V ). Suppose that f ∈ H, u0 ∈ V

⋂
D(A) and

r = max{2, p}. Then there exists a constant c > 0 independent of h and t such that
for t ≥ 0 and for any vh ∈ Sh(Ω),

‖u(t)− uh(t)‖r ≤ c(‖u(t)− uh(t)‖2 + ‖u(t)− vh‖).
In particular, we can choose vh = Πhu.

Proof. For p ∈ (2,∞),

α‖u− uh‖p ≤ (Au−Auh, u− uh)

= (Au, u− uh)− (Auh, u− vh)− (Auh, vh − uh)

≤ ‖Au‖2‖u− uh‖2 + ‖uh‖p−1‖u− vh‖+ ‖Auh‖∗2,h‖vh − uh‖2

≤ ‖Au‖2‖u− uh‖2 + ‖uh‖p−1‖u− vh‖+ ‖Auh‖∗2,h(‖u− vh‖2 + ‖u− uh‖2).

The case p ∈ (1, 2) can be treated similarly.

5. The full discretizations with unconditionally stable implicit schemes.
By Theorems 3.1 and 3.2, noticing Lemmas 4.5 and 4.6, it is easy to see that the
following convergence results hold.

Theorem 5.1. Suppose {uh,n} is the sequence generated by the backward Euler
scheme for the semidiscrete problem defined in the last section. Then, it is a Cauchy
sequence in C[R+;V ], and it converges to uh ∈ C[R+;V ] uniformly with respect to
n, as ∆t → 0. Moreover, there exists c(t) ≥ 0, a constant independent of ∆t, h and
bounded uniformly with respect to t, such that for p ∈ (1,∞) and t ∈ R+,

‖uh,n(t)− uh(t)‖2 + ‖uh,n(t)− uh(t)‖r ≤ c(t)(∆tn)
1/r,

where r = max{2, p}.
However, still much more effort, both computational and analytical, needs to be

made on how to solve the nonlinear algebraic system derived from the full discretiza-
tion of (12)–(13) efficiently.

Similar treatment discussed above applies to the Crank–Nicholson scheme.
Theorem 5.2. Suppose that {uh,n} is the sequence generated by the Crank–

Nicholson scheme for the semidiscrete problem defined in the last subsection. Then it
is a Cauchy sequence in C[R+;V ], and it converges to uh ∈ C[R+;V ] uniformly with
respect to n, as ∆t → 0. Moreover, there exists C(u0, f) ≥ 0, a constant independent
of ∆t, h, such that the following estimates hold:

1) If p ∈ (2,∞), then

‖uh,n(t)− uh(t)‖2 ≤ C(u0, f)(∆tn)
p′/p2

,

‖uh,n(t)− uh(t)‖ ≤ C(u0, f)(∆tn)
p′/p3

.

2) If p ∈ (1, 2), then

‖uh,n(t)− uh(t)‖2 ≤ C(u0, f)(∆tn)
(p−1)/2,

‖uh,n(t)− uh(t)‖ ≤ C(u0, f)(∆tn)
(p−1)/4.

Remark 5.1. Combining the above results and those of section 4, we get all the
convergence and stability results for the full discretization. Notice that the c(t) in
Theorem 5.1 and C in Theorem 5.2 are independent of h. This means that for the
full discretization, our convergence results are independent of the order of the limit
procedure as t, h → 0.
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6. Appendix. In this section, we give the proofs of some of the Gronwall in-
equalities stated in section 2.3.

1. Proof of Lemma 2.4.
(i) If yq(0) ≤ δ/γ, then yq(t) ≤ δ/γ for t ∈ (0,∞). Otherwise, there exist t0, t1

such that 0 ≤ t0 < t1, y
q(t0) = δ/γ and yq(t) > δ/γ for all t ∈ (t0, t1]. Thus there

exists a t∗ ∈ [t0, t1] such that

y′(t∗) =
y(t1)− y(t0)

t1 − t0
> 0.

However, this is a contradiction since y′(t) ≤ δ − γyq(t) ≤ 0 for t ∈ [t0, t1].
(ii) If yq(0) ≥ δ/γ, then y(t) ≤ y(0) for t > 0. This is obvious when y′(t) ≤ 0 for

t > 0. When it is not this case, since y′(0) ≤ δ−γyq(0) < 0, then there exists a t0 > 0
such that y′(t0) = 0 and y′(t) < 0 for t ∈ (0, t0). Thus y(t) < y(0) for t ∈ (0, t0).
Notice that

yq(t0) ≤ δ − y′(t0)
γ

=
δ

γ
< yq(0).

Thus, by (i), yq(t) ≤ δ/γ < yq(0) for t ∈ (t0,∞).
2. Proof of Lemma 2.7. First, we prove the following claim:
Suppose that q > 1, γ > 0,∆t > 0 and {zn}∞0 is a nonnegative sequence such that

for n = 1, 2, . . . ,

zn − zn−1

∆t
+ γzqn = 0.

If ∆t ≤ zq−1
0 /(qγ), then for n = 1, 2, . . . ,

z0[1 + γzq−1
0 (q − 1)n∆t]

−1
q−1 ≤ zn ≤ z0[1 + γzq−1

0 (q − 1)n∆t(1− qγzq−1
0 ∆t)]

−1
q−1 .

Proof of claim. Suppose z0 > 0. Let γ = αq−1, where α > 0 and for n =
0, 1, 2, . . . , wn = αzn. Then

wn − wn−1

∆t
+ wq

n = 0.

Since w0 > 0, it is easy to see by induction that for n = 1, 2, ... , wn > 0. Thus,
for n = 1, 2, ... , wn < wn−1. A similar conclusion thus follows for {zn}∞0 .

We now show that if ∆t ≤ w1−q
0 /q, then for all n = 0, 1, 2, . . . ,

w0[1 +wq−1
0 (q − 1)n∆t]1/(1−q) ≤ wn ≤ w0[1 +wq−1

0 (q − 1)n∆t(1− pwq−1
0 ∆t)]1/(1−q),

from which the claim follows.
By the mean value theorem, there exists a θn ∈ [wn, wn−1] such that

w1−q
n − w1−q

n−1 = (1− q)θ−q
n (wn − wn−1) = (q − 1)θ−q

n (wn−1 − wn)

= (q − 1)θ−q
n wq

n∆t ≤ (q − 1)∆t.

By induction,

wn ≥ w0[1 + wq−1
0 (q − 1)n∆t]1/(1−q).
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Notice also that

w1−q
n − w1−q

n−1 = (q − 1)θ−q
n wp

n∆t

= (q − 1)θ−q
n wq

n−1∆t+ (q − 1)θ−q
n (wq

n − wq
n−1)∆t

≥ (q − 1)∆t+ (q − 1)θ−q
n (wq

n − wq
n−1)∆t.

By the mean value theorem, there exists a γn ∈ [wn, wn−1] such that

wq
n − wq

n−1 = qγq−1
n (wn − wn−1) = −qγq−1

n wq
n∆t ≥ −qwq−1

0 wq
n∆t.

Thus

w1−q
n − w1−q

n−1 ≥ (q − 1)∆t− (q − 1)θ−q
n pwq−1

0 wq
n(∆t)2

≥ (q − 1)∆t− q(q − 1)wq−1
0 (∆t)2

= (q − 1)∆t(1− qwq−1
0 ∆t).

By induction, if ∆t ≤ 1/(qwq−1
0 ), then

wn ≤ w0[1 + wq−1
0 (q − 1)n∆t(1− qwq−1

0 ∆t)]1/(1−q).

Thus the claim is proved.

Now we state the following fact, the checking of which is left to the readers.

Let f, g be increasing functions of x ∈ R1 and f be strictly increasing. Let
{un}∞0 , {vn}∞0 be two sequences such that u0 ≤ v0 and for n = 1, 2, . . . ,

f(un) ≤ g(un−1), f(vn) ≥ g(vn−1).

Then, for n = 1, 2, ...,

un ≤ vn.

Using the claim and the fact above, together with Lemma 2.5, we can prove the
lemma easily with simple calculations.

3. Proof of Lemma 2.8. (i) If yq(0) ≤ δ/γ, then by Lemma 2.4, for t ∈ [0,∞),
y(t) ≤ (δ/γ)1/q.

(ii) If yq(0) > δ/γ, then there is a t0 ∈ (0,∞], which is the largest real number or
+∞ such that for t ∈ [0, t0), y(t) > (δ/γ)1/q. Then, for t ∈ [0, t0), y

′(t) ≤ δ−γyq(t) <
0. Thus, for t ∈ [0, t0), (δ/γ)

1/q < y(t) ≤ y(0). Noticing q ∈ (0, 1), we have for
t ∈ [0, t0)

y′(t) ≤ δ − γyq(t) ≤ δ − γyq−1(0)y(t).

Thus, by integration, for t ∈ [0, t0),

y(t) ≤ y1−q(0)
δ

γ
+ (y(0)− y1−q(0)

δ

γ
)exp

(
− γt

y1−q(0)

)
.

Notice that y1−q(0)(δ/γ) ≥ (δ/γ)1/q. Combining (i), the lemma is proved.



NUMERICAL ANALYSIS OF PARABOLIC p-LAPLACIAN 1883

Acknowledgments. The author is deeply grateful to his adviser, Prof. Roger
Temam, for precious advice, stimulating discussions, and helpful comments and owes
much to his constant encouragement and support. The author sincerely thanks the
referees for their careful reading of this article and for helpful comments which improve
the manuscript. He also sincerely thanks Prof. Mitchell Luskin for his kind help and
valuable suggestions.

REFERENCES

[1] C. Atkinson and C. W. Jones, Similarity solutions in some non-linear diffusion problems and
in boundary-layer flow of a pseudo plastic fluid, Quart. J. Mech. Appl. Math., 27 (1974),
pp. 193–211.

[2] J. W. Barrett and W. B. Liu, Finite element approximation of the parabolic p-Laplacian,
SIAM J. Numer. Anal., 31 (1994), pp. 413–428.

[3] J. W. Barrett and W. B. Liu, Finite element approximation of degenerate quasilinear elliptic
and parabolic problems, in Numerical Analysis 1993, Pitman Res. Notes Math. Ser. 303,
Longman Scientific and Technical., UK, Harlow, 1994, pp. 1–16.
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