Expectations of hook products on large partitions and the chi-square distribution
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Abstract. Given uniform probability on words of length \( M = Np + k \), from an alphabet of size \( p \), consider the probability that a word (i) contains a subsequence of letters \( p, p - 1, \ldots, 1 \) in that order and (ii) that the maximal length of the disjoint union of \( p - 1 \) increasing subsequences of the word is \( \leq M - N \). A generating function for this probability has the form of an integral over the Grassmannian of \( p \)-planes in \( \mathbb{C}^n \). The present paper shows that the asymptotics of this probability, when \( N \to \infty \), is related to the \( k \)th moment of the \( \chi^2 \)-distribution of parameter \( 2p^2 \). This is related to the behavior of the integral over the Grassmannian \( \text{Gr}(p, \mathbb{C}^n) \) of \( p \)-planes in \( \mathbb{C}^n \), when the dimension of the ambient space \( \mathbb{C}^n \) becomes very large. A different scaling limit for the Poissonized probability is related to a new matrix integral, itself a solution of the Painlevé IV equation. This is part of a more general set-up related to the Painlevé V equation.

2000 Mathematics Subject Classification: 60C55, 60F05, 05A05, 05A15, 34M55.

Contents

1 Introduction ................................................................. 160
2 A differential equation for a matrix integral .......................... 166
3 Hermitian matrix integrals and Painlevé equations .................. 171
4 A limit theorem for the probability on words and Chi-square .... 176
5 A limit theorem for the Poissonized probability on words ...... 178
6 Painlevé IV as a limit of Painlevé V ................................. 182
7 Appendix: Chazy classes ............................................. 184

* The support of a National Science Foundation grant # DMS-01-00782 is gratefully acknowledged.
‡ The support of a National Science Foundation grant # DMS-01-00782, a Nato, a FNRS and a Francqui Foundation grant is gratefully acknowledged. This work was done while PvM was a member of the Clay Mathematics Institute, One Bow Street, Cambridge, MA 02138, USA. MA and PvM would like to thank Persi Diaconis for interesting conversations regarding section 4.
1 Introduction

Consider the set of words

$$\pi \in S_\ell^p := \{\text{words } \pi \text{ of length } \ell, \text{ built from an alphabet } \{1, \ldots, p\}\},$$

(with $|S_\ell^p| = p^\ell$) with the uniform probability distribution

$$P^\ell, p(\pi) = \frac{1}{p^\ell}. \quad (1.0.1)$$

Let $\mathcal{Y}$ denote the set of all partitions $\lambda$. Let $\lambda^\top$ be the dual partition, i.e., obtained by flipping the Young diagram $\lambda$ about its diagonal. So, $\lambda_1^\top$ is the length of the first column of $\lambda$. Moreover $h_\lambda$ denotes the product of the hook lengths $h_{ij}^\lambda := \lambda_i + \lambda_j^\top - i - j + 1$ and also $1^\infty$ denotes the infinite vector

$$1^\infty := (1, \ldots, 1, 0, 0, \ldots).$$

The RSK correspondence between words and pairs of semi-standard and standard tableaux induces a probability measure on partitions

$$\lambda \in \mathcal{Y}_\ell = \{\text{partitions } \lambda \in \mathcal{Y} \text{ of weight } |\lambda| = \ell\},$$

given by

$$P^\ell, p(\lambda) = \frac{f^\lambda s_\lambda(1^\infty)}{p^{|\lambda|}}, \quad (1.0.3)$$

having

$$(\text{support } P^\ell, p) \subseteq \mathcal{Y}^{(p)} := \{\lambda \in \mathcal{Y}_\ell, \text{ such that } \lambda_1^\top \leq p\}.$$

The symbol $s_\lambda$ denotes the Schur polynomial associated with the partition $\lambda$. Besides the probability $P^\ell, p$, we also consider the corresponding Poissonized measure, depending on the real parameter $x$,

$$P_{x, p}(\lambda) = e^{-x p^{\lambda}} \frac{(x p)^{|\lambda|}}{|\lambda|!} p^{(1, p)}(\lambda), \quad \lambda \in \mathcal{Y}^{(p)}, \quad (1.0.4)$$

having

$$(\text{support } P_{x, p}) \subseteq \mathcal{Y}^{(p)} := \{\lambda \in \mathcal{Y}, \text{ such that } \lambda_1^\top \leq p\}.$$
We discuss very briefly the combinatorics needed in this problem; for more details, see [17, 19, 20]. For the partition $\lambda$, define the symbol

\[(1.0.5) \quad (n)_{\lambda} := \prod_{i}(n + 1 - i)_{\lambda_i}, \quad \text{with} \quad (x)_n = x(x + 1) \ldots (x + n - 1), \quad x_0 = 1\]

Define for $q \geq \lambda_1^+$, (throughout $\Delta_q$ denotes the Vandermonde determinant in $q$ variables)

\[(1.0.6) \quad f_{\lambda} = \#\{\text{standard tableaux of shape } \lambda\} \]

\[= \frac{\lambda!}{h_{\lambda}} = \frac{\lambda!}{\prod_{i} h_{\lambda_i}} s_{\lambda}(x) \sum_{\lambda_1' = \cdots = \lambda_{n'}'} = \frac{\lambda!}{\prod_{i} h_{\lambda_i}} \frac{\Delta_q(q + \lambda_1 - 1, \ldots, q + \lambda_q - q)}{\prod_{i} h_{\lambda_i}^q (q + \lambda_i - i)!}, \]

and

\[(1.0.7) \quad \#\{\text{semi-standard tableaux of shape } \lambda \text{ filled with numbers from 1 to } q\} = s_{\lambda}(1^q) \]

\[= \frac{\Delta_q(q + \lambda_1 - 1, \ldots, q + \lambda_q - q)}{\prod_{i} h_{\lambda_i}^q (q + \lambda_i - i)!} = \prod_{(i,j) \in \lambda} \frac{j - i + q}{h_{\lambda_i}^q} = \frac{(q)_{\lambda}}{h_{\lambda}} \]

A subsequence $\sigma$ of the word $\pi$ is weakly $k$-increasing, if it can be written as

\[(1.0.8) \quad \sigma = \sigma_1 \cup \sigma_2 \cup \cdots \cup \sigma_k, \]

where $\sigma_i$ are disjoint weakly increasing subsequences of the word $\pi$, i.e., possibly with repetitions. The length of the longest increasing/decreasing subsequences is closely related to the shape of the associated partition, via the RSK correspondence:

\[(1.0.9) \quad d_1(\pi) = \{\text{length of the longest strictly decreasing subsequence of } \pi\} = \lambda_1^+ \]

\[i_k(\pi) = \{\text{length of the longest weakly } k\text{-increasing subsequence of } \pi\} = \lambda_1 + \cdots + \lambda_k \]

Define the generalized hypergeometric function in terms of the symbol (1.0.5), viewed as a symmetric function in an infinite number of variables $x_i$

\[(1.0.10) \quad _2F_1^{(1)}(p, q; n; x) := \sum_{\kappa \in \mathcal{Y}} (p)_\kappa (q)_{\kappa} \frac{s_{\kappa}(x)}{(n)_\kappa h_{\kappa}}, \]

which, upon restriction, using power sums and upon using (1.0.6), yields
As a reminder, the chi-square distribution of parameter $m$ is the distribution of

$$Z_m = \sum_{i=1}^{m} X_i^2,$$

where the $X_i$'s are $m$ independent normal $N(0,1)$-random variables.

The expectations $E_{x,p}$ and $E^{c,p}$ are taken with regard to the probabilities $P_{x,p}$ and $P^{c,p}$ defined above. The functions on partitions, of which the expectations are taken, are products of hook lengths restricted to a vertical strip in the partition of width $q - p$, as in Figure 1. In [3], expectations of this type have been studied and linked to integrals over the Grassmannian space $Gr(p, \mathbb{C}^n)$ of $p$-planes in $\mathbb{C}^n$, with regard to the Weyl measure $d\rho(Z)$; besides, these integrals relate to specific solutions of the Painlevé V equation.

The motivation came from the fact that expanding (with regard to a parameter) certain integrals over the unitary group $U(n)$ led to interesting combinatorics related to longest increasing sequences of random permutations and words, and also to percolation problems; see [22, 2]. During the last ten years, many striking results have been obtained on the asymptotics of the length of the longest increasing sequences in random words and random permutations. More generally, what happens with integrals over symmetric spaces, rather than groups. The simplest symmetric spaces are the Grassmannian spaces $Gr(p, \mathbb{C}^n)$. In this case, the integrals considered are Fourier transforms of the sample canonical correlation distribution for two Gaussian pop-
ulations in multivariate statistics; this distribution is known to be related to the geometry of planes in $\mathbb{C}^n$; see [18, 3].

We now state the following proposition, established in [3]:

**Proposition 1.1.** Given the partition

$$(1.0.12) \quad \mu = (n - p)^p := (n - p, n - p, \ldots, n - p)$$

the mathematical expectation of the product of the hook lengths over the strip of width $q - p$, with regard to the probabilities (1.0.4) and (1.0.3), is given by$^1$

$$(1.0.13) \quad e^{px} E_{x,p}\left(I_{\{\lambda \supseteq \mu\}}(\lambda) \prod_{n-q < j \leq n-p} h^{\lambda}_{(i,j)}\right)$$

$$= \sum_{\ell \geq p(n-p)} \frac{(px)^\ell}{\ell!} E_{x,p}^{\ell,p}\left(I_{\{\lambda \supseteq \mu\}}(\lambda) \prod_{n-q < j \leq n-p} h^{\lambda}_{(i,j)}\right)$$

$$= \tilde{c}_x^{(n-p)p} {}_2F_1^{(1)}(p, q; n; y) |_{\ell, y' = \delta_{1, x}}$$

$$= \tilde{c}_x^{(n-p)p} \int_{\text{Gr}(p, \mathbb{C}^n)} e^{x \text{Tr}(I + Z^1 Z)} \det(Z^\dagger Z)^{(q-p)} d\rho(Z)$$

$$= \tilde{c}_x^{(n-p)p} \exp \int_0^x u(y) - \frac{p(n - p) + py}{y} dy,$$

where$^2$ $u(x)$ is the unique solution to the initial value problem:

$$(1.0.14) \quad \begin{cases} x^2 u'' + xu'' + 6xu' - 4uu' + 4Qu' - 2Q'u + 2R = 0 \\
\text{with} \\
u(x) = p(n - p) - \frac{p(n - q)}{n} x + \cdots + a_{n+1} x^{n+1} + O(x^{n+2}), \quad \text{near } x = 0,
\end{cases} \quad \text{(Painlevé V)}$$

with a specific coefficient $a_{n+1}$ and where

$^1$ Remember (support $P^{\ell,p}$) $\subseteq \{\lambda \in \mathcal{Y}, \text{ such that } |\lambda| = \ell, \lambda^\dagger \leq p\}$.

$^2$ With

$$\tilde{c}^{-1} := \prod_{i=1}^p i!(n - q - i)! \quad \text{and} \quad \tilde{c} := \frac{(q - i)!}{(n - i)!}.$$
This paper is concerned with what happens when \( n \to \infty \). This is related to the behavior of the integral over the Grassmannian \( \text{Gr}(p, \mathbb{C}^n) \) of \( p \)-planes in \( \mathbb{C}^n \), when the dimension of the ambient space \( \mathbb{C}^n \) becomes very large. To be precise:

**Theorem 1.2.** Given the partition \( \mu = (n - p)^p \), as in Figure 1, the following expectation behaves, for large \( n \), like the moments of the chi-square distribution of parameter \( 2pq \):

\[
\lim_{n \to \infty} n^{(p^2 - 1)/2} E^{p(n-p)+k, p}
\left(I_{\lambda \geq \mu}(\lambda) \prod_{n-q \leq j \leq n-p} h_{ij}^2\right)
= \frac{\sqrt{p} \prod_{1}^{p} (q - j)!}{(\sqrt{2\pi})^{p-1} k!} E\left(\left(\frac{1}{2} Z_{2pq}\right)^k\right),
\]

and so the expectation decays, when \( n \to \infty \), as

\[
E^{k+p(n-p), p}
\left(I_{\lambda \geq \mu}(\lambda) \prod_{n-q \leq j \leq n-p} h_{ij}^2\right) \simeq c_{p,q,k} n^{-(p^2-1)/2},
\]

with

\[
c_{p,q,k} := \frac{\sqrt{p} \prod_{1}^{p} (q - j)!}{(\sqrt{2\pi})^{p-1}} \binom{pq - 1 + k}{k}.
\]

The next statement deals with the special case, where \( q = p \). Namely, setting \( N := n - p \), what is, asymptotically for large \( N \), the probability \( P^{Np+k,p}(\lambda_p \geq N) \)?

**Corollary 1.3.** Given an alphabet of size \( p \) and an integer \( k > 0 \), we give the behavior of the probability on the set of words of length \( Np + k \) for large \( N \). Notice \( i_p(\pi) = \{\text{length of the word}\} = Np + k \) automatically, when \( d_1(\pi) = p \). So, \( i_{p-1}(\pi) \) is the first non-trivial quantity. We now have:

\[
\lim_{N \to \infty} N^{(p^2 - 1)/2} P^{Np+k,p}(\lambda_p \geq N)
= \lim_{N \to \infty} N^{(p^2 - 1)/2} P^{Np+k,p}
\left(d_1(\pi) = p, i_{p-1}(\pi) \leq N(p - 1) + k\right)
= \frac{\sqrt{p} \prod_{1}^{p} (p - j)!}{(\sqrt{2\pi})^{p-1} k!} E\left(\left(\frac{1}{2} Z_{2p^2}\right)^k\right).
\]
Thus the following decay holds for $N \not\to \infty$,

$$
P^{Np+k,p} \left( \frac{d_1(i) = p}{i_{p-1}(i) \leq N(p-1) + k} \right) \simeq c_{p,p,k} \left( \frac{1}{N} \right)^{(p^2 - 1)/2}.
$$

The proofs of Theorem 1.2 and Corollary 1.3 will be given in section 4. In the next statement, we consider the expectation for the Poissonized probability $P_{x,p}$ on Young diagrams $\lambda \in \mathcal{Y}_{(p)}$, as defined in (1.0.4). Define

$$
\mathcal{H}_p = \{ p \times p \text{ Hermitian matrices} \},
$$

and, for an interval $I \subset \mathbb{R}$,

$$
\mathcal{H}_p(I) = \{ M \in \mathcal{H}_p \text{ with spectrum in } I \}.
$$

**Theorem 1.4.** Take $x > 0$, $s \in \mathbb{R}$ and set

$$
(1.0.17) \quad n - p = x + s\sqrt{2x},
$$

we have, upon expressing $n$ in terms of $x$ by means of the rescaling (1.0.17)$^3$

$$
(1.0.18) \quad \lim_{x \to \infty} \frac{1}{(2x)^{p(q-p)/2}} E_{x,p} \left( I_{\lambda \geq \mu}(\lambda) \prod_{(i,j) \in \lambda, n-q<j \leq n-p} h_{ij}^2 \right)
$$

$$
= \lim_{x \to \infty} \tilde{c} e^{-px} x^{p(n-(p+q)/2)} \int_{\text{Gr}(p,\mathbb{C}^n)} e^{x\text{Tr}(I+Z)Z^{-1}} \det(Z^\dagger Z)^{-(q-p)} d\rho(Z)
$$

$$
= p! \int_{\mathcal{H}_p[5,\infty)} \det(M - sI)^{q-p} e^{-\text{Tr}M^2} dM \int_{\mathcal{H}_p} e^{-\text{Tr}M^2} dM
$$

$$
= c \exp \int_0^s h(y) dy,
$$

with $h(y)$ satisfying the Painlevé IV equation:

$$
(1.0.19) \quad h''' + 6h'^2 - 4(y^2 + 2(q - 2p))h' + 4yh = 8(q - p)p = 0.
$$

The proof of Theorem 1.3 will be given in sections 3 and 6. In section 2 we show that the logarithmic derivative of a general multiple integral, involving the square of a Vandermonde, satisfies a third order differential equation, from which we derive, in

$^3$ With $\tilde{c} = \tilde{c}2^{p(p-q)/2}$. Remember $\tilde{c}$ from footnote 2.
section 3, that the logarithmic derivative of the matrix integral in (1.0.18) satisfies the Painlevé equation. Section 6 contains a discussion on how the Painlevé IV equation can be obtained from Painlevé V, by means of the rescaling (1.0.17), for large $x$. The following result shows that a certain general integral satisfies Painlevé V:

**Theorem 1.5.** Given the weight

$$\rho(z) = (z - a)^x (b - z)^y e^{cz}, \quad \text{with } x, y > -1,$$

on the interval $[a, b]$, the integral

$$g(x) := \frac{\partial}{\partial x} \log \int_{[a, b]^n} \Lambda^2(z) \prod_{1}^{n} e^{xz_k} \rho(z_k) \, dz_k$$

is a solution to the Painlevé V equation. To be precise,

$$f(y) = n(n + x + y) - \frac{y}{b - a} \left( g \left( \frac{y}{b - a} - \gamma \right) - na \right)$$

satisfies a version of the Painlevé V equation,

$$\frac{d^2}{dy^2} \left( \frac{4 P}{P^2} \left( P f'' + Q f' + R \right) f' - \left( P' f'' + Q' f' + R' \right) f \right)$$

$$- \frac{1}{2} \left( P'' f' + Q' \right) f^2 - \frac{1}{6} \left( P''' f^3 - \frac{1}{4} \beta^2 n^2 \right) = 0,$$

with

$$P(y) = y$$

$$4Q(y) = -y^2 + 2y(2n + x - y) - (x + y)^2$$

$$2R(y) = -\beta n(x + y + y).$$

Note that (1.0.22) is a well known form of Painlevé V, as discussed in the Appendix. Theorem 1.5 and also Theorem 3.1 below (which is exactly the last equality in (1.0.18)), can also be derived form the work of Forrester and Witte [12, 13].

2 A differential equation for a matrix integral

**Proposition 2.1.** Consider a weight $\rho(z)$ on an interval $E \subseteq \mathbb{R}$, with rational logarithmic derivative of the form
satisfies a third order differential equation, namely:

\[
\frac{\rho'(z)}{\rho(z)} = \frac{b_0 + b_1 z + b_2 z^2}{a_0 + a_1 z + a_2 z^2} =: \frac{B(z)}{A(z)},
\]

and boundary condition

\[
A(z)\rho(z)z^k|_{z=E} = 0, \quad \text{for all } k = 0, 1, 2, \ldots.
\]

The expression

\[
g(x) := \frac{\partial}{\partial x} \log \int_{E^n} A^2(z) \prod_{i=1}^{n} e^{x z_i} \rho(z_k) \, dz_k
\]

satisfies a third order differential equation, namely:

\[
g''' + 6g'' + \frac{4a_2 (g'' + 2gg')}{a_2 x - b_2} + \frac{2a_2^2 g^2 + P_2 g'}{(a_2 x - b_2)^2} + \frac{P_1 g - nQ_1}{(a_2 x - b_2)^3} = 0,
\]

which can be transformed into the Painlevé V equation. In (2.0.4), the \(P_i\)'s and \(Q_1\) are polynomials in \(x\),

\[
P_2(x) := \left\{ \begin{array}{c}
(4a_0 a_2 - a_1^2) x^2 + 2(2a_1 a_2 n - 2a_0 b_2 + a_1 b_1 - 2a_2 b_0) x \\
- 4a_2^2 n^2 - 4(2a_1 b_2 - a_2 b_1) n + 4b_0 b_2 - b_1^2 + 2a_2^2
\end{array} \right\}
\]

\[
P_1(x) := \left\{ \begin{array}{c}
(2a_1 a_2^2 n + 2a_0 a_2 b_2 - a_1^2 b_2 + a_1 a_2 b_1 - 2a_2^2 b_0) x \\
- 4a_2^3 n^2 + (-6a_1 a_2 b_2 + 4a_2^2 b_1) n \\
- 2a_0 b_2^2 + a_1 b_1 b_2 + 2a_2 b_0 b_2 - a_2 b_1^2
\end{array} \right\}
\]

\[
Q_1(x) := \left\{ \begin{array}{c}
(2a_0 a_2^2 n - a_1 a_2^2 n + a_0 a_1 b_2 - 2a_0 a_2 b_1 + a_1 a_2 b_0) x \\
+ 2a_1 a_2^2 n^2 + (2a_1^2 b_2 - a_1 a_2 b_1 - 2a_2^2 b_0) n \\
+ a_0 b_1 b_2 - 2a_1 b_0 b_2 + a_2 b_0 b_1
\end{array} \right\}.
\]

The proof of Proposition 2.1 hinges on the following lemma, which we state in its full generality, although only the case \(I = E\) will be used; see [1, 23].

**Lemma 2.2.** Given a disjoint union of intervals \(I = \bigcup_{j=1}^{r} [c_{2j-1}, c_{2j}] \subseteq E\), the integral

\[
\tau_n(t, c) = \int_{E^n} A^2(z) \prod_{i=1}^{n} e^{x z_i} \rho(z_k) \, dz_k
\]

with \(\rho(z)\) and \(E\) as in (2.0.1) and (2.0.2) satisfies

---

4 When \(E\) is a finite interval, the integral always converges, and for a infinite interval, one may have to require \(x > x\) or \(x < x\), for some \(x \in \mathbb{R}\).
Virasoro constraints for all $m \geq -1$:

\[(2.0.5) \quad \left( -\sum_{i=1}^{2r} c_i^{m+1} A(c_i) \frac{\partial}{\partial c_i} + \mathcal{V}_m \right) \tau_n(t, c) = 0, \]

with

\[\mathcal{V}_m := \sum_{k=0}^{2} \left\{ a_k(J^{(2)}_{k+m} + 2nJ^{(1)}_{k+m} + n^2 J^{(0)}_{k+m}) - b_k(J^{(1)}_{k+m+1} + n\delta J^{(0)}_{k+m+1}) \right\}, \]

where

\[J^{(2)}_k = \sum_{i+j=k} \frac{\partial^2}{\partial t_i \partial t_j} + \sum_{-i+j=k} it_i \frac{\partial}{\partial t_j} + \frac{1}{4} \sum_{-i-j=k} it_i t_j \]

\[J^{(1)}_k = \frac{\partial}{\partial t_k} + \frac{1}{2} (-k)t_k, \quad J^{(0)}_k = \delta_{k0}. \]

(ii) The KP-hierarchy\(^5\) ($k = 0, 1, 2, \ldots$)

\[\left( s_{k+4} \left( \frac{\partial}{\partial t_1}, \frac{1}{2} \frac{\partial}{\partial t_2}, \frac{1}{3} \frac{\partial}{\partial t_3}, \ldots \right) - \frac{1}{2} \frac{\partial^2}{\partial t_1 \partial t_{k+3}} \right) \tau_n \circ \tau_n = 0, \]

of which the first equation reads:

\[(2.0.6) \quad \left( \frac{\partial}{\partial t_1} \right)^4 + 3 \left( \frac{\partial}{\partial t_2} \right)^2 - 4 \left( \frac{\partial^2}{\partial t_1 \partial t_3} \right) \log \tau_n + 6 \left( \frac{\partial^2}{\partial t_1^2} \log \tau_n \right)^2 = 0. \]

Proof. The most transparent way to prove this lemma is via vector vertex operators, for which the $\beta$-integrals

\[(2.0.7) \quad \tau_n(t, c; \beta) := \int_{E^r} |\Delta_n(x)|^{2\beta} \prod_{k=1}^{n} \left( e^{\Sigma_{j=1}^{r} t_j x_j} \rho(x_k) \right) dx_k, \quad \text{for } n > 0 \]

are fixed points (see [1]). Another method, more computational, but much less conceptual, is to use a self-similarity argument, as in [1]. Namely, setting

\[5 \quad \text{Given a polynomial } p(t_1, t_2, \ldots), \text{ define the customary Hirota symbol } p(\hat{t}_i)f \circ g := p\left( \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \ldots \right)f(t + y)g(t - y)|_{y=0}. \text{ The } s_i's \text{ are the elementary Schur polynomials } e^{\Sigma_{i=1}^{r} t_j x_j} := \sum_{i \geq 0} s_i(t)z^i \text{ and for later use, set } s_{i}(\hat{t}) := s_i\left( \frac{\partial}{\partial x_1}, \frac{1}{2} \frac{\partial}{\partial x_2}, \ldots \right). \]
where we have the following variational formula:

\[
\frac{d}{d\varepsilon} d\tau_n(z_i \mapsto z_i + \varepsilon A(z_i) z_i^{k+1}) \bigg|_{\varepsilon=0} = \sum_{i=0}^{2} (a_i^* \beta \mathcal{J}_k^{(2)} - b_i^* \beta \mathcal{J}_k^{(1)} + n((n-1)\beta + 1)\delta_{k0},
\]

with

\[
\beta \mathcal{J}_k^{(2)}(t, n) = \beta \mathcal{J}_k^{(2)} + (2n\beta + (k+1)(1-\beta))\mathcal{J}_k^{(1)} + n((n-1)\beta + 1)\delta_{k0},
\]

\[
\beta \mathcal{J}_k^{(1)}(t, n) = \beta \mathcal{J}_k^{(1)} + n\delta_{k0},
\]

Therefore, setting

\[
\mathcal{J}_k^{(1)} = \frac{\partial}{\partial t_k} + \frac{1}{2\beta} (-t_k)\tau_k
\]

\[
\mathcal{J}_k^{(2)} = \sum_{i+j=k} \frac{\partial^2}{\partial t_i \partial t_j} + \frac{1}{\beta} \sum_{i+j=k} it_i \frac{\partial}{\partial t_j} + \frac{1}{4\beta^2} \sum_{i-j=k} it_i jt_j.
\]

The change of integration variable \( z_i \mapsto z_i + \varepsilon A(z_i) z_i^{k+1} \) in the integral (2.0.7) leaves the integral invariant, but it induces a change of limits of integration, given by the inverse of the map above; namely the \( c_i \)'s in \( I = \bigcup_i [c_{2i-1}, c_{2i}] \), get mapped as follows

\[
c_i \mapsto c_i - \varepsilon A(c_i) c_i^{k+1} + O(\varepsilon^2).
\]

Therefore, setting

\[
I = \bigcup_i [c_{2i-1}, c_{2i}] - \varepsilon A(c_{2i-1}) c_i^{k+1} + O(\varepsilon^2), c_{2i} - \varepsilon A(c_{2i}) c_{2i}^{k+1} + O(\varepsilon^2),
\]

we find, using (2.0.8) and the fundamental theorem of calculus,

\[
0 = \frac{\partial}{\partial \varepsilon} \int_{I_{x_n}} |A_n^2(z + \varepsilon A(z) z^{k+1})|^{2\beta} \prod_{i=1}^{n} e^{-\gamma (z_i + \varepsilon A(z_i) z_i^{k+1}, t)} d(z_i + \varepsilon A(z_i) z_i^{k+1})
\]

\[
= \left( -\sum_{i=1}^{2e} c_i^{k+1} A(c_i) \frac{\partial}{\partial c_i} + \sum_{i=0}^{2} (a_i^* \beta \mathcal{J}_k^{(2)} - b_i^* \beta \mathcal{J}_k^{(1)} + (n-1)\beta + 1)\delta_{k0} \right) \tau_n(t, c, \beta).
\]
For Lemma 2.2 one sets $b = 1$; also, when $I = E$, the condition (2.0.2) implies that the boundary terms in the formula above are absent. For statement (ii), concerning the KP equation, we refer the reader to [23]. This ends the proof of Lemma 2.2. □

**Proof of Proposition 2.1.** Setting $F(t) := E_n(t) = \log \tau_n(t)$, a few of the Virasoro constraints of Lemma 2.2, evaluated along the locus

$$L := \{t = (x, 0, 0, \ldots)\},$$

read as follows:

$$\left. \frac{\mathcal{W}_{-1} \tau_n}{\tau_n} \right|_L = a_0 \left( \sum_{i \geq 2} it_i \frac{\partial F}{\partial t_{i-1}} + nt_1 \right) + a_1 \left( \sum_{i \geq 1} it_i \frac{\partial F}{\partial t_i} + n^2 \right) + a_2 \left( \sum_{i \geq 1} it_i \frac{\partial F}{\partial t_{i+1}} + 2n \frac{\partial F}{\partial t_1} \right) - \left( b_0 + b_1 \frac{\partial F}{\partial t_1} + b_2 \frac{\partial F}{\partial t_2} \right) \bigg|_L = 0.$$

$$\left. \frac{\mathcal{W}_0 \tau_n}{\tau_n} \right|_L = a_0 \left( \sum_{i \geq 1} it_i \frac{\partial F}{\partial t_i} + n^2 \right) + a_1 \left( \sum_{i \geq 1} it_i \frac{\partial F}{\partial t_{i+1}} + 2n \frac{\partial F}{\partial t_1} \right) + a_2 \left( \sum_{i \geq 1} it_i \frac{\partial F}{\partial t_{i+2}} + \frac{\partial^2 F}{\partial t_1^2} + \left( \frac{\partial F}{\partial t_1} \right)^2 + 2n \frac{\partial F}{\partial t_2} \right) - \left( b_0 \frac{\partial F}{\partial t_1} + b_1 \frac{\partial F}{\partial t_2} + b_2 \frac{\partial F}{\partial t_3} \right) \bigg|_L = 0,$$

$$= a_0 n^2 + (a_0 x + 2na_1 - b_0) \frac{\partial F}{\partial t_1} + a_2 \left( \frac{\partial F}{\partial t_1} \right)^2 + a_2 \frac{\partial^2 F}{\partial t_2^2} + (a_1 x + 2na_2 - b_1) \frac{\partial F}{\partial t_2} + (a_2 x - b_2) \frac{\partial F}{\partial t_3} \bigg|_L = 0.$$

$$\left. \frac{\partial \mathcal{W}_{-1} \tau_n}{\partial t_1} \right|_L = a_0 n + \sum_{i} a_i \frac{\partial F}{\partial t_i} + (a_1 x + 2na_2 - b_1) \frac{\partial^2 F}{\partial t_1^2} + (a_2 x - b_2) \frac{\partial^2 F}{\partial t_1 \partial t_2} \bigg|_L = 0.$$
These five equations form a linear system in the five unknowns

\[
\begin{align*}
\frac{\partial}{\partial t_1} \left( \frac{\partial F}{\partial t_n} \right) \bigg|_{\mathscr{F}} &= \sum_{i=0}^{2} a_i \frac{\partial^2 F}{\partial t_{i+1} \partial t_n} + a_2 \left( \frac{\partial^3 F}{\partial t_1^3} + 2 \frac{\partial F}{\partial t_1} \frac{\partial^2 F}{\partial t_2^2} \right) \\
+ (a_0 x + 2na_1 - b_0) \frac{\partial^2 F}{\partial t_1^2} + (a_1 x + 2n - b_1) \frac{\partial^2 F}{\partial t_1 \partial t_2}
+ (a_2 x - b_2) \frac{\partial^2 F}{\partial t_2^2} \bigg|_{\mathscr{F}} &= 0.
\end{align*}
\]

\[
\begin{align*}
\frac{\partial}{\partial t_2} \left( \frac{\partial F}{\partial t_n} \right) \bigg|_{\mathscr{F}} &= 2 \sum_{i=0}^{2} a_i \frac{\partial F}{\partial t_{i+1}} + (a_1 x + 2na_2 - b_1) \frac{\partial^2 F}{\partial t_1 \partial t_2} \\
+ (a_2 x - b_2) \frac{\partial^2 F}{\partial t_2^2} \bigg|_{\mathscr{F}} &= 0.
\end{align*}
\]

which upon solving in terms of \( \left. \left( \frac{\partial}{\partial t_1} \right)^k F \right|_{\mathscr{F}} \) and substituting into the KP-equation (remembering equation (2.0.6))

\[
\left( \frac{\partial^4}{\partial t_1^4} + 3 \frac{\partial^2}{\partial t_1^2} - 4 \frac{\partial^2}{\partial t_1 \partial t_2} \right) F + 6 \left( \frac{\partial^2 F}{\partial t_1^2} \right)^2 = 0
\]

yields a differential equation in \( F \). Pure \( F \) never appears in this equation, because the Virasoro constraints only contain partials of \( F \). Therefore, it is a differential equation in \( g(x) = \left. \frac{\partial}{\partial t_1} F(t_1, 0, 0, \ldots) \right|_{t_1 = x} \), which one computes has the form (2.0.4); this ends the proof of Proposition 2.1.

The proof of Theorem 1.5 will be given at the end of section 3.

3 Hermitian matrix integrals and Painlevé equations

Define

\[ \mathscr{H}_n = \{ n \times n \text{ Hermitian matrices} \}, \]

and, for an interval \( I \subset \mathbb{R} \),

\[ \mathscr{H}_n(I) = \{ M \in \mathscr{H}_n \text{ with spectrum in } I \}. \]
We state the following theorem, which, as we found out, was already in the work of Forrester and Witte [12, 13]; our method using Proposition 2.1 is very different.

**Theorem 3.1.** For $a, b > -1$, the logarithmic derivatives of the integrals

\begin{equation}
(3.0.1) \quad h(s) := \frac{d}{ds} \log \int_{\mathcal{H}_n(-\infty, s]} \det(M - sI)^a e^{-TrM^2} \, dM
\end{equation}

\begin{equation}
(3.0.2) \quad k(s) := s \frac{d}{ds} \log \int_{\mathcal{H}_n[0, s]} \det(sI - M)^b \det M^a e^{-TrM} \, dM
\end{equation}

satisfy the Painlevé IV and V equations, respectively:

\begin{equation}
(3.0.3) \quad h''' + 6h'^2 - 4(s^2 + 2(a - n))h' + 4sh - 8an = 0,
\end{equation}

and

\begin{equation}
(3.0.4) \quad k''' + \frac{k''}{s} + \frac{6}{s}k'^2 - \frac{4}{s^2}kk' - (s^2 - 2s(2n + a - b) + (a + b)^2) \frac{k'}{s^2} + (s - 2n - a + b) \frac{k}{s^2} - \frac{bn}{s^2} (s + a + b) = 0.
\end{equation}

**Proof of Theorem 3.1.** Set

\begin{equation}
(3.0.5) \quad \tau(x) = \int_{\mathcal{I}^n} \Delta^2(z) \prod_{i=1}^n e^{x_i z_i} \rho(z_k) \, dz_k,
\end{equation}

with $\rho$ and $I$ as in (2.0.1) and (2.0.2).

(i) Then, expressed in spectral coordinates and making the substitution $y_i = z_i - s$ for $1 \leq i \leq n$, the first matrix integral in (3.0.1) reads, for $I = (-\infty, s], [s, \infty)$ and $(-\infty, \infty)$,

\begin{equation}
(3.0.6) \quad \int_{(I_1)^n} \Delta^2(z) \prod_{i=1}^n (z_i - s)^a e^{-z_i^2} \, dz_i
\end{equation}

\begin{equation}
= e^{-ns^2} \int_{(I_1')^n} \Delta^2(y) \prod_{i=1}^n y_i^a e^{-y_i^2 - 2xy_i} \, dy_i = e^{-ns^2} \tau(-2s)
\end{equation}

---

\^ For the first integral of (3.0.1), one can choose the intervals $I_1 = (-\infty, s], [s, \infty)$ or $(-\infty, \infty)$. For the second integral of (3.0.1), one may choose the intervals $I_2 = [0, s], [s, \infty)$ or $[0, \infty)$. 


with $I'_1 = (-\infty, 0], [0, \infty)$ or $(-\infty, \infty)$. Here $\tau(x)$ as in (3.0.4) contains $\rho(z) = z^a e^{-z^2}$, for which

$$\frac{\rho'}{\rho} = -a + 2z^2.$$

Thus, setting

(3.0.6) \quad a_0 = a_2 = 0, \quad a_1 = 1

$$b_0 = -a, \quad b_1 = 0, \quad b_2 = 2,$$

in the equation (2.0.4), one deduces that

$$g(x) := \frac{\partial}{\partial x} \log \tau(x), \quad \text{for } I = \begin{cases} (-\infty, 0] \\
(-\infty, \infty) \\
(0, \infty) \end{cases},$$

satisfies

$$g''' + 6g'^2 - g' \left( \frac{x^2}{4} + 4n + 2a \right) + \frac{xg}{4} + \frac{n}{2} (n + a) = 0.$$

But we need a differential equation for $e^{-ns^2} \tau(-2s)$, instead of $\tau(x)$. Therefore consider

$$h(s) = \frac{\partial}{\partial s} \log(e^{-ns^2} \tau(-2s)) = -2ns - 2g(x)|_{x=-2s},$$

which relates to $g(x)$ as follows,

$$h'(s) = -2n + 4g'(x)|_{x=-2s},$$

$$h''(s) = -8g''(x)|_{x=-2s},$$

$$h'''(s) = 16g'''(x)|_{x=-2s}.$$

Expressing $g(x)$, $g'(x)$, $g''(x)$, $g'''(x)|_{x=-2s}$ in terms of $h$, $h'$, $h''$ and $h'''$, and setting $x = -2s$ yield the differential equation (3.0.2), which according to the table in Appendix 1 is a version of Painlevé IV; this establishes the first part of Theorem 3.1.

(ii) Then, making the substitution $y_i = z_i/s$ for $1 \leq i \leq n$,
\[(3.0.7) \quad \int_{(I^*)_n} \Delta^2(z) \prod_{i=1}^n (s - z_i)^b z_i^n e^{-z_i} \, dz_i \]
\[= s^{n(n+a+b)} \int_{(I'_n)^*} \Delta^2(y) \prod_{i=1}^n (1 - y_i)^b y_i^n e^{-s y_i} \, dy_i \]
\[= s^{n(n+a+b)} \tau(-s) \]

with \( I_2 = [0,s] \), \( I'_2 = [0,1] \), for \( I_2 = [s, \infty] \), \( I'_2 = [1, \infty] \) and finally for \( I_2 = [0, \infty] \), \( I'_2 = [0, \infty] \); \( \tau(x) \) now corresponds to \( \rho(z) = z^a(1 - z)^b \), and so
\[- \frac{\rho'}{\rho} = -\frac{a}{z} + \frac{b}{1 - z} = \frac{a - (a + b)z}{-z + z^2}. \]

Thus
\[a_0 = 0, \quad a_1 = -1, \quad a_2 = 1 \]
\[b_0 = a, \quad b_1 = -(a + b), \quad b_2 = 0. \]

Setting these special values in the equation (2.0.4), one checks that
\[g(x) := \frac{\partial}{\partial x} \log \int_{I^*_n} \Delta^2(z) \prod_{i=1}^n e^{x z_i} z_i^a (1 - z_i)^b \, dz_i, \]
satisfies
\[(3.0.8) \quad g'''' + 6g'' + \frac{4}{x} (g'' + 2gg') + 2 \left( \frac{g'}{x} \right)^2 \]
\[= -\frac{g'}{x^2} (x^2 + 2(2n + a - b)x + (2n + a + b)^2 - 2) \]
\[= -\frac{g}{x^3} ((2n + a - b)x + (2n + a + b)^2) \]
\[+ \frac{n}{x^3} (n + a)(x + 2n + a + b) = 0. \]

Since \( g(x) = \frac{\partial}{\partial x} \log \tau(x) \), we have
\[k(s) = s \frac{\partial}{\partial s} \log s^{n(n+a+b)} \tau(-s) = n(n + a + b) - sg(-s) \]
and so
\[ g(-s) = \frac{1}{s} (-k(s) + n(n + a + b)) \]
\[ g'(-s) = \frac{1}{s^2} (sk'(s) - k(s) + n(n + a + b)) \]
\[ g''(-s) = \frac{2}{s^3} (-s^2 k''(s) + sk'(s) - k(s) + n(n + a + b)) \]
\[ g'''(-s) = \frac{3}{s^4} (s^3 k'''(s) + 2s^2 k''(s) + 2sk'(s) - 2k(s) + 2n(n + a + b)). \]

Substituting these expressions into (3.0.8) yields the differential equation (3.0.3), which again referring to the table in appendix 1 is Painlevé V, ending the proof of Theorem 3.1.

Proof of Theorem 1.5. Because of the form (2.0.1) of \( \rho(z) \, dz \), we have for an open set of real constants \( a_i \) and \( b_i \),
\[ \rho(z) = (z - a)^\alpha (b - z)^\beta e^{i\gamma}, \quad \text{with } \alpha, \beta > -1 \text{ and } a, b \in \mathbb{R}, \]
which, upon making a linear change of variables \( z \mapsto y \) in the integral (2.0.3), leads to
\[ g(x) = na + \frac{\partial}{\partial x} \log \int_{[0,1]^n} \Delta^2(y) \prod_{i=1}^n e^{x(y) - (b-a) y_k} y_k^z (1 - y_k)^\beta \, dy_k \]
and so
\[ \frac{1}{b - a} \left( g \left( \frac{x'}{b - a} - \gamma \right) - na \right) = \frac{\partial}{\partial x'} \log \int_{[0,1]^n} \Delta^2(y) \prod_{i=1}^n e^{x'y_k} y_k^z (1 - y_k)^\beta \, dy_k, \]
which is shown to be a solution of Painlevé V in part (ii) of the proof of Theorem 3.1 in this section.
To compute the constant in (1.0.22) (that is \( \delta \) in equation (7.0.2)), multiply the equation (1.0.22) with \( P^2/4 \), set \( y = 0 \) and use the explicit expressions for the polynomials \( P, Q, R \) and the function \( f(y) \), as in (1.0.21), yielding the identity
\[ (3.0.9) \quad \delta = -[Qf' + R]f'' + [f'^2 + Qf' + R']f - \frac{1}{2} Q'' f^2 |_{y=0}. \]
All the expressions can readily be computed, except for \( f'(0) \), which requires some argument. One computes

\[
f'(0) = \frac{1}{b-a} (na - g(-\gamma))
\]

\[
= \frac{n}{b-a} \left( a - \frac{\int_{[a,b]^n} \Delta^2(z) \left( \frac{1}{n} \sum_{k=1}^{n} z_k \right) (z_k - a)^z (b - z_k)^\beta \, dz_k}{\int_{[a,b]^n} \Delta^2(z) \prod_{k=1}^{n} (z_k - a)^z (b - z_k)^\beta \, dz_k} \right)
\]

\[
= \frac{n}{b-a} (a - \langle z_1 \rangle_{(a,b)})
\]

\[
= -\frac{n(n+x)}{2n+x+\beta}.
\]

To establish the last equality above, we need the Aomoto extension [5] (see [2], Appendix D) of Selberg’s integral:

\[
\langle x_1 \cdots x_m \rangle_{(0,1)} := \frac{\int_{[0,1]^n} x_1 \cdots x_m \Delta(x) \prod_{j=1}^{n} x_j^\gamma (1-x_j)^\beta \, dx_j}{\int_{[0,1]^n} \Delta(x) \prod_{j=1}^{n} x_j^\gamma (1-x_j)^\beta \, dx_j}
\]

\[
= \prod_{j=1}^{m} \frac{x + 1 + (n - j)\gamma}{x + \beta + 2 + (2n - j - 1)\gamma}.
\]

In particular, setting \( \gamma = 1 \), this formula implies

\[
\langle z_1 \rangle_{(a,b)} = \langle a + (b-a)x_1 \rangle_{(a,b)}
\]

\[
= a + (b-a) \langle x_1 \rangle_{(0,1)} = a + (b-a) \frac{n+x}{2n+\beta+x}
\]

Adding up all the pieces in (3.0.9), one finds the value of the constant \( \delta \) in equation (7.0.2), ending the proof of Theorem 1.5.

\[\square\]

4 A limit theorem for the probability on words and Chi-square

The purpose of this section is to prove Theorem 1.2 and Corollary 1.3. Given \( m \) independent normal \( N(0,1) \)-random variables \( X_i \), the sum

\[
Z_m = \sum_{i=1}^{m} X_i^2
\]
is $\chi_m^2$-distributed, with Fourier transform

$$E(e^{itZ_m}) = (1 - 2t)^{-m/2}.$$  

Developing both sides in $t$ yields the moments

$$\frac{1}{k!}E\left(\left(\frac{1}{2}Z_m\right)^k\right) = \left(\frac{m}{2} - 1 + k\right).$$

**Proof of Theorem 1.2.** From Stirling formula $N! = \sqrt{2\pi N}e^{N(\log N - 1)}\left(1 + O\left(\frac{1}{N}\right)\right)$ and $(N + x)! \approx N!N^x$, we have for large $n,$

$$\text{(4.0.1)} \quad (pn + k - p^2)! \approx (pn)!\frac{(pn)^{k-p^2}}{(2\pi n)^{(p-1)/2} \sqrt{p}} \left(\frac{n!p^n}{p}\right)^{k-p^2}$$

$$\prod_{j=1}^{p} (n-j)! \approx \prod_{j=1}^{p} (n)!n^{-j} \approx (n!)^p n^{-p(p+1)/2}$$

meaning here that the ratios between two consecutive expressions tend to 1, when $n \to \infty.$ On the one hand, we have, changing the summation index $\ell \to \ell - p(n-p),$

$$\text{(4.0.2)} \quad \lim_{n \to \infty} \prod_{j=1}^{p} (n-j)! (q-j)! \sum_{\ell \geq p(n-p)} \frac{\ell^{\ell}}{\ell!} E^{\ell,p}_{\ell} \left( I_{\ell \geq \mu}(\lambda) \prod_{n-q<j\leq n-p} h_{ij}^z \right)$$

$$= \lim_{n \to \infty} \prod_{j=1}^{p} (n-j)! (q-j)! \sum_{k=0}^{p(n-p)} (pn)^k \left( \frac{p^{p(n-p)}}{(pn + k - p^2)!} \right) E^{k+p(n-p),p}_{\ell} \left( I_{\ell \geq \mu}(\lambda) \prod_{n-q<j\leq n-p} h_{ij}^z \right)$$

$$= \sum_{k=0}^{\infty} u^k \lim_{n \to \infty} \frac{(2\pi)^{(p-1)/2} n^{(p^2-1)/2}}{\prod_{j=1}^{p} (q-j)! \sqrt{p}} E^{k+p(n-p),p}_{\ell} \left( I_{\ell \geq \mu}(\lambda) \prod_{n-q<j\leq n-p} h_{ij}^z \right),$$

using (4.0.1) in the last equality.

On the other hand, using (1.0.11), (1.0.5), (1.0.13) and

$$\text{(4.0.3)} \quad \lim_{n \to \infty} \frac{(n)_{\lambda}}{n^{\lambda}} = \lim_{n \to \infty} \left[ \frac{n(n+1) \ldots (n+\lambda_1-1)}{n^{\lambda_1}} \right] \left[ \frac{(n-1)n \ldots (n+\lambda_2-2)}{n^{\lambda_2}} \right] \ldots ,$$

$$= 1$$

we have
\begin{equation}
(4.0.4) \quad \lim_{n \to \infty} \prod_{j=1}^{p} \frac{(n-j)!}{(q-j)! / \ell!} \sum_{\ell \geq p(n-p)} \frac{p^{\ell}(n^{\ell-p(n-p)})}{\ell!} E^{\ell,p} \left( I_{\lambda \geq \mu}(\lambda) \prod_{n-q} h_{q}^{\lambda} \right)
\end{equation}

\[ = \lim_{n \to \infty} \sum_{k=0}^{\infty} u^{k} \sum_{\kappa \in \mathbb{Y}_{k}} \frac{n^{k}(p)_{\kappa}(q)_{\kappa}}{(h^{\kappa})^{2}(n)_{\kappa}} \]

\[ = \sum_{k=0}^{\infty} u^{k} \sum_{\kappa \in \mathbb{Y}_{k}} \frac{(p)_{\kappa}(q)_{\kappa}}{(h^{\kappa})^{2}} \]

\[ = \sum_{k=0}^{\infty} u^{k} \sum_{\kappa \in \mathbb{Y}_{k}} s_{\kappa}(1^{p})s_{\kappa}(1^{q}), \quad \text{using (1.0.7)} \]

\[ = \sum_{\kappa \in \mathbb{Y}} s_{\kappa}(u^{p})s_{\kappa}(1^{q}) \]

\[ = (1-u)^{-pq}, \quad \text{using the Cauchy identity} \]

\[ = E(e^{(1/2)pZ_{2pq}}). \]

Then comparing the coefficients of $u^{k}$ in the identical asymptotic expressions (4.0.2) and (4.0.4) yields Theorem 1.2. \hfill \Box

**Proof of Corollary 1.3.** Setting $p = q$ and $N = n - p$ in Theorem 1.2, the expectation in (1.0.16) becomes $P^{Np+k,p}(\lambda \geq \mu)$ for fixed $\mu$. By RSK and (1.0.9), the condition $\lambda \geq \mu$ translates into $d_{1}(\pi) = \lambda_{1}^{\lambda} = p$ and $i_{p-1}(\pi) = \sum_{1}^{p} \lambda_{i} - \lambda_{p} = Np + k - \lambda_{p}$, with $\lambda_{p} \geq N$. This means $i_{p-1}(\pi) \leq k + (p - 1)N$. \hfill \Box

## 5 A limit theorem for the Poissonized probability on words

In the next theorem, we consider the expectation for the Poissonized probability $P_{x,p}$ on Young diagrams $\lambda \in \mathbb{Y}_{\ell}^{(p)}$, as defined in (1.0.4). Before proving Theorem 1.4, one needs the following proposition:

**Proposition 5.1** ([15, 22]). For every continuous function $g$ on $\mathbb{R}^{p}$, we have

\[ \lim_{\ell \to \infty} E^{\ell,p} \left( g \left( \frac{\lambda_{1} - \ell/p}{\sqrt{2\ell/p}}, \ldots, \frac{\lambda_{p} - \ell/p}{\sqrt{2\ell/p}} \right) \right) \quad |\lambda| = \ell \]

\[ = p! \sqrt{\pi p} \int_{x \in \mathbb{R}^{p}} g(x_{1}, \ldots, x_{p}) \varphi_{p}(x_{1}, \ldots, x_{p}) \, dx_{1} \ldots dx_{p-1} \]
and

\[
\lim_{x \to \infty} E_{x,p} \left( g \left( \frac{\lambda_1 - x}{\sqrt{2x}}, \ldots, \frac{\lambda_p - x}{\sqrt{2x}} \right) \right) = p! \int_{x \in \mathbb{R}^p} g(x_1, \ldots, x_p) \varphi_p(x_1, \ldots, x_p) \, dx_1 \ldots dx_p,
\]

where \( \varphi_p(x_1, \ldots, x_p) \) is the probability density

\[
\varphi_p(x_1, \ldots, x_p) = \frac{1}{Z_p} \Delta_p(x)^2 \prod_{j=1}^{p} e^{-x_j^2},
\]

with

\[
Z_p = (2\pi)^{p/2} \frac{2^{-p^2/2}}{\prod_j j!}.
\]

**Proof of Theorem 1.4.** Given partition \( \lambda \) with the probability measure (1.0.4), consider the random variable

\[
e_i(\lambda) := \frac{\lambda_i - x}{\sqrt{2x}}.
\]

From (1.0.17), we have

\[
s = \frac{(n - p) - x}{\sqrt{2x}}.
\]

Consider the hook length \( h_{ij}^\lambda \) for box \((i, j) \in \lambda\), such that \( n - q < j \leq n - p \). Define \( r_{ij} \) such that

\[
h_{ij}^\lambda := \lambda_i - (n - p) + r_{ij}
\]

\[
= \sqrt{2x} (e_i - s) + r_{ij},
\]

upon using formulas (5.0.1) and (5.0.2) in the last equality. The position \((i, j)\) in the partition \( \lambda \) such that \( n - q < j \leq n - p \) implies that \( r_{ij} \leq (q - p) + p = q \), from visual inspection of Figure 1. We also have
\{ \lambda \in \mathbb{Y}(p), \lambda \geq \mu \} = \{ \lambda \in \mathbb{Y}(p), \lambda_i \geq n - p, \text{ all } 1 \leq i \leq p \}
\begin{align*}
&= \left\{ \lambda \in \mathbb{Y}(p), \frac{\lambda_i - x}{\sqrt{2x}} \geq \frac{(n - p) - x}{\sqrt{2x}}, \text{ all } 1 \leq i \leq p \right\} \\
&= \bigcap_{i=1}^{p} \{ \lambda \in \mathbb{Y}(p), \epsilon_i(\lambda) \geq s \}.
\end{align*}

On the set \( \epsilon_i(\lambda) \geq s \) and for \( \lambda \in \mathbb{Y}(p) \), we have, since \( 0 \leq r_{ij} \leq q \),
\begin{align*}
(2x)^{-p(q-p)/2} & \prod_{(i,j) \in \lambda, n-q<j \leq n-p} \frac{h_{(i,j)}}{\epsilon_i} - \prod_{1 \leq i \leq p} (\epsilon_i - s)^{q-p} \\
&= (2x)^{-p(q-p)/2} \prod_{(i,j) \in \lambda, n-q<j \leq n-p} \frac{\sqrt{2x}(\epsilon_i - s) + r_{ij}}{\epsilon_i} - \prod_{1 \leq i \leq p} (\epsilon_i - s)^{q-p} \\
&= \prod_{1 \leq i \leq p} \left( \frac{\sqrt{2x}}{\epsilon_i} \right)^{q-p} - \prod_{1 \leq i \leq p} (\epsilon_i - s)^{q-p} \\
&= \sum_{0 \leq \ell_i \leq q-p} \left( \frac{q}{\sqrt{2x}} \right)^{\ell_i} \prod_{i=1}^{p} \left( \frac{q - p}{\ell_i} \right)^{\ell_i} \prod_{i=1}^{p} (\epsilon_i - s)^{q-p-\ell_i}.
\end{align*}

The positive expression is now estimated as follows:
\begin{align*}
&\left(2x\right)^{-p(q-p)/2} E^{\ell,p} \left( \prod_{(i,j) \in \lambda, n-q<j \leq n-p} h_{(i,j)} \right) \\
&- E^{\ell,p} \left( \prod_{1 \leq i \leq p} (\epsilon_i - s)^{q-p} I_{\epsilon_i \geq s} \right) \\
\leq & \sum_{0 \leq k_i \leq q-p} \left( \frac{q}{\sqrt{2x}} \right)^{k_i} \prod_{i=1}^{p} \left( \frac{q - p}{k_i} \right)^{k_i} E^{\ell,p} \prod_{i=1}^{p} (\epsilon_i - s)^{q-p-k_i} I_{\epsilon_i \geq s}.
\end{align*}

Note that this estimate holds for all \( \ell \), with all expressions vanishing when \( \ell < p(n - p) \). Using the previous estimate and using (5.0.1), one finds the estimate
$$0 \leq \frac{1}{(2x)^{p(q-p)/2}} E_{x,p} \left( I_{\lambda \geq \mu}(\lambda) \prod_{(i,j) \in \lambda, n-q<j\leq n-p} h^j_{(i,j)} \right)$$

$$- e^{-px} \sum_{\ell \geq 0} \frac{(px)^\ell}{\ell!} E^{\ell,p} \left( \prod_{1 \leq i \leq p} (e_i - s)^{q-p} I_{e_i \geq s} \right)$$

$$\leq \sum_{0 \leq k_i \leq q-p \atop 1 \leq i \leq p} \frac{q}{\sqrt{2x}} \prod_{i=1}^p (k_i)$$

$$\times E_{x,p} \left( \prod_{i=1}^p \left( \frac{1}{2} - x \right)^{q-p-k_i} I_{(\lambda - x)/\sqrt{2x} \geq s} \right)$$

$$= O\left( \frac{1}{\sqrt{2x}} \right)$$ for $x \to \infty$

because the expectation $E_{x,p}$ tends to an integral, by Johansson’s Proposition 5.1, applied to the function

$$g(x_1, \ldots, x_p) = \prod_{i=1}^p (x_i - s)^{q-p-k_i} I_{[s, \infty)}(x_i).$$

For $0 \leq \ell < p(n - p)$, the expectation is automatically zero. Then

$$\lim_{x \to \infty} \frac{1}{(2x)^{p(q-p)/2}} E_{x,p} \left( I_{\lambda \geq \mu}(\lambda) \prod_{(i,j) \in \lambda, n-q<j\leq n-p} h^j_{(i,j)} \right)$$

$$= \lim_{x \to \infty} e^{-px} \sum_{\ell \geq 0} \frac{(px)^\ell}{\ell!} E^{\ell,p} \left( \prod_{1 \leq i \leq p} (e_i - s)^{q-p} I_{e_i \geq s} \right)$$

$$= \lim_{x \to \infty} e^{-px} \sum_{\ell \geq 0} \frac{(px)^\ell}{\ell!} E^{\ell,p} \left( \prod_{1 \leq i \leq p} \left( \frac{\lambda_i - x}{\sqrt{2x}} - s \right)^{q-p} I_{(\lambda_i - x)/\sqrt{2x} \geq s} \right)$$

$$= \lim_{x \to \infty} E_{x,p} \left( \prod_{1 \leq i \leq p} \left( \frac{\lambda_i - x}{\sqrt{2x}} - s \right)^{q-p} I_{(\lambda_i - x)/\sqrt{2x} \geq s} \right)$$

$$= p! \int_{x_1 \gg \cdots \gg x_p} \prod_{1 \leq i \leq p} ((x_i - s)^{q-p} I_{[s, \infty)}(x_i)) \frac{1}{Z_p} \Delta_p(x)^2 \prod_{j=1}^p e^{-x_j^2} dx_j,$$
by applying Proposition 5.1 to the continuous function

\[ g(x_1, \ldots, x_p) = \prod_{i=1}^{p}(x_i - s)^{q-p}I_{[\lambda, \infty)}(x_i). \]

This leads to the ratio of Hermitian matrix integrals in (1.0.18). The numerator is precisely the matrix integral (3.0.1), which according to Theorem 3.1 satisfies the Painlevé equation (3.0.2), which ends the proof of Theorem 1.4.

6 Painlevé IV as a limit of Painlevé V

According to Theorem 1.4, the limit (1.0.18) leads to a solution of Painlevé IV; this was established by identifying the limit as a matrix integral and then applying Theorem 3.1. In this section we give an alternative proof of this fact, by directly taking the scaling limit of the Painlevé V equation (1.0.14). Remember from Proposition 1.1 and Theorem 1.4, we have

\[
\lim_{x \to \infty} \frac{1}{(2\pi)^{(q-p)/2}} E_{x,p} \left( I_{\lambda, \infty}(\lambda) \prod_{(i,j) \in \lambda} h^\lambda_{ij} \right) = c \exp \int_0^x h(y) \, dy,
\]

for an appropriate choice of \( h(y) \) and \( c \). Taking into account the inverse of the rescaling (6.0.2), which for large \( n \) reads

\[
x = n - s\sqrt{2n} + o(1)
\]

and taking the logarithmic derivatives of both equations (6.0.1) and (6.0.3), we have
\[
\frac{\partial}{\partial s} \log E_{x,p} \left( I_{\{i \geq \mu\}}(\lambda) \prod_{(i,j) \in \lambda} h_{(i,j)}^\lambda \right) = \frac{u(x)}{x} \frac{\partial x}{\partial s}
\]

\[
\frac{p(q-p)}{2x} \frac{\partial x}{\partial s} + \frac{\partial}{\partial s} \log E_{x,p} \left( I_{\{i \geq \mu\}}(\lambda) \prod_{(i,j) \in \lambda} h_{(i,j)}^\lambda \right) \approx h(s),
\]

for large, but fixed \( n \).

Letting \( n \to \infty \) in both equations and keeping the leading terms lead to

\[
\frac{\partial}{\partial s} \log E_{x,p} \approx -\sqrt{\frac{2}{n}} u(n - s\sqrt{2n})
\]

\[
\frac{\partial}{\partial s} \log E_{x,p} \approx h(s).
\]

So, setting

\[
h(s) := -\sqrt{\frac{2}{n}} u(n - s\sqrt{2n}),
\]

we have

\[
u(x) = -\sqrt{\frac{n}{2}} h \left( \frac{n - x}{\sqrt{2n}} \right)
\]

and thus

\[
u'(x) = \frac{1}{2} h', \quad u''(x) = -\frac{1}{2\sqrt{2n}} h'', \quad u'''(x) = -\frac{1}{4n} h'''.
\]

Setting the rescaling (6.0.4) in the polynomials \( Q(x) \) and \( R(x) \), as defined in (1.0.15), we have

\[
4Q = n(-2s^2 + 4(2p - q)) + o(n)
\]

\[
4Q' = 2\sqrt{2n}s + o(\sqrt{n})
\]

\[
2R = 2np(p - q) + o(n).
\]

Substituting into (1.0.14), keeping the leading terms, which are of order \( n \), and multiplying by 4, one finds the equation (1.0.19),

\[
h'''' + 6h'^{2} - 4(y^2 + 2(q - 2p))h' + 4yh - 8(q - p)p = 0.
\]
7 Appendix: Chazy classes

In his classification of differential equations

\[ f''' = F(z, f, f', f'') \]

where \( F \) is rational in \( f, f', f'' \)

and locally analytic in \( z \),

subjected to the requirement that the general solution be free of movable branch points, Chazy found thirteen cases, the first of which is given by

\[
(7.0.1) \quad f''' + \frac{P'}{P} f'' + \frac{6}{P} f'^2 - \frac{4P'}{P^2} f'f'' + \frac{P''}{P^2} f^2 + \frac{4Q}{P^2} f' + \frac{4}{P} f + \frac{2R}{P^2} = 0
\]

with arbitrary polynomials \( P(z), Q(z), R(z) \) of maximal degree 3, 2, 1 respectively. Cosgrove and Scoufis [10, 9], (A.3), show that this third order equation has a first integral, which is second order in \( f \) and quadratic in \( f'' \),

\[
(7.0.2) \quad f''^2 + \frac{4}{P^2} \left( (Pf'^2 + Qf' + R) f' - (P'f'^2 + Q'f' + R') f \right. \\
\left. + \frac{1}{2} (P''f' + Q'') f^2 - \frac{1}{6} P''' f^3 + \delta \right) = 0;
\]

\( \delta \) is the integration constant. The relevant examples in this paper are:

<table>
<thead>
<tr>
<th>( P )</th>
<th>( 4Q )</th>
<th>( 2R )</th>
<th>Painlevé eqt</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(-4(u^2 + 2(a - n)))</td>
<td>(-8an)</td>
<td>P IV</td>
</tr>
<tr>
<td>( u )</td>
<td>(-u^2 + 2u(2n + a - b) - (a + b)^2)</td>
<td>(-bn(a + b + u))</td>
<td>P V</td>
</tr>
</tbody>
</table>

Equations of the general form

\[ f''^2 = G(x, f, f') \]

are invariant under the map

\[ x \mapsto \frac{a_1 z + a_2}{a_3 z + a_4} \quad \text{and} \quad f \mapsto \frac{a_5 f + a_6 z + a_7}{a_3 z + a_4}. \]

Using this map, the polynomial \( P(z) \) can be normalized to

\[ P(z) = z(z - 1), z, \text{ or } 1. \]
In this way, Cosgrove shows (7.0.2) is a master Painlevé equation, containing the 6 Painlevé equations. In the cases of PIV and PV, the canonical equations are respectively:

\[
g'' = -4g'^3 + 4(zg' - g)^2 + A_1g' + A_2 \quad \text{(Painlevé IV)}
\]

\[
(zg'')^2 = (zg' - g)(-4g'^2 + A_1(zg' - g) + A_2) + A_3g' + A_4. \quad \text{(Painlevé V)}
\]
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