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Abstract

We consider the ferromagnetic g-state Potts model with zero external field in a finite volume and assume
that the stochastic evolution of this system is described by a Glauber-type dynamics parametrized by the
inverse temperature 8. Our analysis concerns the low-temperature regime § — oo, in which this multi-spin
system has ¢ stable equilibria, corresponding to the configurations where all spins are equal. Focusing on grid
graphs with various boundary conditions, we study the tunneling phenomena of the g-state Potts model. More
specifically, we describe the asymptotic behavior of the first hitting times between stable equilibria as § — oo
in probability, in expectation, and in distribution and obtain tight bounds on the mixing time as side-result.
In the special case ¢ = 2, our results characterize the tunneling behavior of the Ising model on grid graphs.

1 Introduction and main results

1.1 Model description

The Potts model is a canonical statistical physics model born as a natural extension [59] of the Ising model in
which the number of possible local spins goes from two to a general integer number ¢ € N.

The g¢-state Potts model is a spin system characterized by a set S = {1,...,q} of spins values and by a
finite graph G = (V, E), which describes the spatial structure of the finite volume where the spins interact. A
configuration o € SV assigns a spin value o(v) € S to each vertex v € V. We denote by X = SV the set of all
possible spin configurations on the graph G. The edge set E of the graph G describes the pairs of vertices whose
spins interact with each other. The Hamiltonian or energy function H : X — R associates an energy with each
configuration ¢ € X according to

H(o) :=—J. Z Tiow)=o(w)}, o€ X, (1)
(vyw)eEE

where J, is the coupling or interaction constant. Such an energy function corresponds to the situation where there
is no external magnetic field and, in fact, H (o) describes only the local interactions between nearest-neighbor spins
present in configuration o. The Gibbs measure for the g-state Potts model on G is the probability distribution on
X defined by

¢—BH(0)

A oceX, (2)

o) =
1p(0) S
where 8 > 0 is the inverse temperature.

The Potts model is called ferromagnetic when J. > 0 and antiferromagnetic when J. < 0. In the ferromagnetic
case, the Gibbs measure ug favors configurations where neighboring spins have the same value. On the contrary,
in the antiferromagnetic case, neighboring spins are more likely not to be aligned. In this paper we focus on the
ferromagnetic Potts model and, without loss of generality, we take J. = 1, since in absence of a magnetic field it
amounts to rescaling of the temperature.

We assume the spin system to evolve according to a stochastic Glauber-type dynamics described by a
single-spin update Markov chain {Xf }eny on X with transition probabilities between any pair of configurations
o,0’ € X given by

Q(O" O'/)e_ﬁ[H(U,)_H(U)]+7 ifo' 7é OJ,
I—Zn;éUPg(o,n), if o =0,
where Q is the connectivity matriz that allows only single-spin updates, i.e., for every 0,0’ € X we set

Oo.o')y o= {00 T HVEV o) £ W} = 1,
0. if fueV:iow) #o W)} > 1.

Py(0,0") = { (3)



The matrix @ is clearly symmetric and irreducible, and the resulting dynamics P is reversible with respect to
the Gibbs measure pg given in (2). One usually refers to the triplet (X, H, Q) as energy landscape and to (3) as
Metropolis transition probabilities.

The considered Metropolis dynamics can be described in words as follows. At each step a vertex v € V and a
spin value k € S are selected independently and uniformly at random and the current configuration o € X is
updated in vertex v to spin k with a probability that depends only on the neighboring spins of v. More specifically,
denote by o¥* the configuration obtained from o by changing the spin of vertex v into k and calculate the energy
difference

H(o"") = H(0) = 3 Liot=ot)) ~ L=k

w~v

and the spin of vertex v is updated to k& with probability 1 if H(c"*) — H(c) < 0 or with probability
e~ BH@")—H(2) jf H(c"*) — H(o) > 0. Two examples of this single-spin update dynamics are showed
in Figures 1 and 2. In both examples we consider the Potts model with ¢ = 4 and display only a single
vertex v and its neighbors. The four different spins are displayed using different colors via the mapping
{1,2,3,4} +— {O, O, @, @®}. In each example, we start from an initial configuration o (Figures 1(a) and 2(a))
and illustrate all the possible non-trivial transitions obtained by updating the spin in vertex v to each of the
other g — 1 different spins.
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Figure 1: List of possible non-trivial transitions (with the corresponding energy difference) from the initial configuration o
with o(v) =4 in (a) when the spin in vertex v is updated.
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(a) Initial configuration o v2) — H(o) =1 (c) H

Figure 2: List of possible non-trivial transitions (with the corresponding energy difference) from the initial configuration o
with o(v) =1 in (a) when the spin in vertex v is updated.

1.2 Main results

In the present paper we focus on the analysis of the g-state ferromagnetic Potts model in the low-temperature
regime 8 — oo, where the spin system is in the so-called ordered phase the coexistence of multiple equilibrium
states. Indeed, in this regime the stationary distribution pg concentrates around the global minima of the
Hamiltonian H, which in the case of a connected graph G, are exactly ¢ and correspond to the configurations
where all the spins have the same value. We denote them by si,...,s,, with the convention that s; € & is the
configuration where all the spins are equal to k, namely sy (v) = k for every v € V. In the following we will refer
to them as the stable configurations of the interacting spin system and denote their collection as X'®.

In the low-temperature regime these stable configurations and their basins of attraction become traps, in
the sense that the Markov chain {Xf }ten cannot move quickly between them. Intuitively, along any possible
trajectory the Markov chain {Xf }ten must visit mixed-spin configurations that are highly unlikely in view of (2)
and the time to reach such configurations is correspondingly long. Due to these exponentially long transition
times between stable configurations, the considered dynamics exhibits the so-called slow or torpid mizing. We
characterize the low-temperature behavior of the g-state Potts model in terms of first hitting times and mixing
times, which we will now introduce.



For a nonempty subset A C X and a configuration o € X \ A, we denote by 79 the first hitting time of the
subset A for the Markov chain {Xtﬂ}teN with initial configuration o at time ¢ =0, i.e.,

TX::inf{t>O:XtB€A|X§?:J}.

The hitting time 79 is often called tunneling time when both the starting and target configurations are stable
configurations, i.e., {o} UA C &X*. For every 0 < € < 1 define the mizing time 3™ (e) of the Markov chain

{X/ }ren as

t?ix(e) :=min{n >0 : max 1P5 () — ps()llrv < €},

where [[v — /|ty == 33 . |v(z) — V()| denotes the total variation distance between two probability
distributions v,7' on X. The mixing time t5"(e) describes the rate of convergence of the Markov chain {Xtﬁ Hen
to its stationary distribution pg and is intimately related to the spectral gap of the Markov chain, which is defined

in terms of the eigenvalues 1 = )\g) > )‘(62) > > )\g;\ﬂ) > —1 of the transition matrix (Pg(c,0"))sorcx as
pPp = 1-— )\g).

Our analysis focuses in the present paper on the dynamics of the g-state Potts model on finite two-dimensional
rectangular lattices, to which we will simply refer to as grid graphs. More precisely, given two integers K, L > 2,
we will take the graph G to be a K x L grid graph A with two possible boundary conditions: periodic and open.

The main result of this paper concerns the asymptotic behavior of the tunneling times between stable
configurations: for any pair of stable configuratiosn s, s’, we give asymptotic bounds in probability for Tj’cs\ (s} and
75, identify the order of magnitude of their expected values and prove that their asymptotic rescaled distribution
is exponential. We further identify the precise exponent at which the mixing time of the Markov chain { X/ },en
asymptotically grows as 8 and show that it depends up to a constant factor on the smaller side length of A.

Theorem 1.1 (Low-temperature behavior of the Potts model on grid graphs). Consider the Metropolis Markov
chain {Xtﬁ}teN corresponding to the q-state Potts model on the K x L grid A with max{K,L} > 3. Let T'(A) >0
be the constant defined as

(5)

T(A) = 2min{K, L} +2 if A has periodic boundary conditions,
" | min{K,L} +1 if A has open boundary conditions.

Then, for any s,s' € X%, s £, the following statements hold:

; ; BT (A)—e) s s BT(A)+e)) — 1.
(i) For every e >0 Bh_}n;o P(e <Treysy STo <€ ) =1;
(i) Tim ~logErS = lim —logErSe, ., = T(A);

ii ,B;H;oﬂ og TS,—ﬂLngoﬁ og BT\ (s} = ;

(i) TXe\(s) 4

- — Exp(1), asf — oo;
BT \(s)

(iv) H;S_'S LN Exp(l), asf — oo;

(v) For any e € (0,1) ma B~ log tgﬂx(e) =T(A) and there exist two constants 0 < ¢; < ca < 0o independent
— 00
of B such that

V3 >0 cle_ﬁF(A) <pg < CQe_ﬁF(A). (6)

We remark that in the low-temperature limit the total number ¢ of possible spin values does not appear in
our main result because we focus on logarithmic equivalences and the number ¢ does not affect the order of
magnitude of the tunneling times and neither that of the mixing time. This is the case also for analogous results
for mixing times of heat-bath and Swenden-Wang dynamics derived in [14], for which the dependence on the
grid side length is the same. The bounds in [14] are valid for a more general d-dimensional grid, while ours are
specialized for the case d = 2, for which we obtain sharper exponents.

From our analysis it is easy to derive analogous results for a K x L grid graph A with semi-periodic boundary
conditions (i.e., periodic on the horizontal boundaries and open on the vertical ones), in which the the value that
the exponent I'(A) would be min{K + 2,2L + 1}. We expect that analogous results hold also for rectangular
regions A of other lattices (e.g. triangular, hexagonal, Kagome lattices) with an exponent I'(A) that would depend,
up to a constant, on the minimum side length.



In the particular case in which there are only ¢ = 2 spin values, the Potts model reduces to Ising model with
no external magnetic field, which has exactly two stable configurations that we denote as X'* = {—1,+1}, see
Figure 5 for an illustration. In the following corollary we rewrite our main result for the tunneling time for the
Ising model.

Corollary 1.2 (Low-temperature behavior of the Ising model on grid graphs). Consider the Metropolis Markov
chain {XYren corresponding to the Ising model on the K x L grid A with max{K, L} > 3 and define the constant
T'(A) > 0 as in (5). Then

(i) For every e >0 lim ]P’(eﬁ(r(/‘)*e) < T_;il < eﬁ(F(A)“)) =1;
B—o0

1
(ii) Jim. BlogET;f =T(A);
7_—1
(iii) +_11 4, Exp(1l), asf — oo;
ET+1

(iv) For any e € (0,1) ma Bt log tglix(e) =T'(A) and there exist two constants 0 < ¢1 < cg < 0o independent
— 00
of B such that

V3 >0 clefﬁF(A) <pg < czefﬁF(A). (7)

Similar results for the hitting times of the Ising model have already been proved in [62]. More precisely, the
following lower bound for the expected hitting times of a certain subset of states Sy on the d-dimensional cube
A C Z% of side L:

*rd—1
{‘nea/%cETgA > c(B)ef T
where a* is a constant independent of A, 5 and ¢(8) > 0 is a function that does not depend on A. Since
41 € Sy, our result can be seen as a refinement of [62, Proposition 2.3] in dimension d = 2, as (a) we identify the
precise constant a* showing how it depends on the type of boundary conditions, (b) we indirectly prove that
limg_s oo %log ¢(8) =0, and (c¢) we derive a matching upper bound.

Furthermore, statement (iv) in Corollary 1.2 improves the estimates on the spectral gap presented in [62,
Proposition 2.5], since as illustrated in (7) also for this quantity we identify the exact exponent and obtain a
matching upper bound. In the special case of open boundary conditions, our result for the spectral gap should be
compared with the estimates given in [55, Theorem 4.1] (valid for more general dynamics) and the asymptotics
for L — oo proved in [20, Theorem 1.4]. For related results concerning the equilibrium properties of the Ising
model on finite lattices with zero magnetic field see also [21].

1.3 Related results and discussion

The Potts model is one of the most studied statistical physics models and is named after Renfrey Potts, who
introduced the model in his Ph.D. thesis [59] in 1951. The model was related to the “clock model” or “planar
Potts”, a variant of which was introduced earlier in [3] and is known as the Ashkin-Teller model

The Potts model has been studied so extensively both by mathematicians and physicists that an exhaustive
review of the related literature would be very long and out of the scope of this paper. Nevertheless, we now
outline some related work that focus on the equilibrium or dynamical properties of the Potts model that are
most relevant for this paper.

The equilibrium properties of the Potts model, such as the phase transition, critical temperature, and their
dependence on g, have been studied on various infinite graphs, such as the square lattice Z? [4, 5], the triangular
lattice [6, 37], and the Bethe lattice [2, 30, 32]. If the underlying structure is described instead by a complete
graph, then we obtain the mean-field version of Potts model, also known as Curie- Weiss Potts model, which
received a lot of attention in the literature [28, 35, 36, 42, 65].

Another branch of research focuses more on the dynamical properties of the Potts model, investigating in
particular mixing times for various types of dynamics, the most studied ones being Glauber [12, 13, 29, 39, 40, 41,
43, 44, 47, 48], Swendsen-Wang dynamics [13, 14, 26, 27, 38, 43, 45, 46, 63]. The focus of this part of literature
is to describe at a given temperature how the mixing time grows as a function the graph size n = |V| and the
number of colors ¢. In particular, the goal is to distinguish whether the considered dynamics has fast or slow
mixing depending on the type of the graph and its properties, such as boundary conditions or dimensions in the
specific case of grid graphs.

Metastability is a dynamical property with a similar flavor as tunneling that has been studied for various spin
systems. In particular, the metastability for the mean-field 3-state Potts model with a non-reversible dynamics



has been analyzed in [52] for fixed temperature in the thermodynamic limit. In this paper we focus instead
on the g-state Potts model on finite volume with Metropolis dynamics, for which we obtained the results for
tunneling outlined in Theorem 1.1.

There is an extensive literature concerning the metastable behavior for the Ising model on square lattices
with Glauber dynamics, which relates with the results presented in Corollary 1.2. More specifically, results in
finite-volume case have been derived in [8, 10, 18, 22, 50, 51, 57] and in the infinite-volume case in [16, 19, 31, 61].
Results have been obtained for the metastability of the Ising model also on the hypercube [49] and on certain
types of random graphs [34, 33]. Another related 3-spin system which has been studied with similar techniques
in [23, 25, 54] is the Blume-Capel model. Tunneling phenomena have been studied also for other models with
Metropolis dynamics, such as the hard-core model [56, 67] and the Widom-Rowlinson model [66].

In the present paper we study the low-temperature behavior of the Potts model using the pathwise approach
(see [58] for a sistematic overview and further references) and its more recent extensions [24, 53, 56], but also
other techniques have been successfully used in the literature to study tunneling and metastability phenomena,
e.g. the potential theoretical approach (introduced in [17], for an overview see the recent book [15]) and the
martingale approach [7, 8, 9].

2 Geometry of Potts configurations and energy landscape analysis

This section is devoted to the analysis of some geometrical and combinatorial properties of the Potts configurations
on grid graphs. This analysis will then be leveraged to prove some structural properties of the energy landscape
(X, H,Q) of the Potts model on grid graphs, which are presented in Theorem 2.1. These properties are precisely
the model-dependent characteristics that are needed to exploit the general framework developed in [56] to derive
the main result presented in Subsection 1.2 for the asymptotic behavior of the Potts model in the low-temperature
regime.

We first introduce some definition and notation that will be used in the rest of the paper. The connectivity
matrix ) given in (4) is irreducible, i.e., for any pair of configurations o,0’ € X, o # ¢’, there exists a finite
sequence w of configurations wy,...,w, € X such that wy =0, w,, = 0’ and Q(w;,w;+1) >0, fori=1,...,n— 1.
We will refer to such a sequence as a path from o to ¢’ and we will denote it by w : ¢ — ¢’. Given a path
w= (wi,...,wy), we define its height ®, as

®, := max H(w;). (8)
i=1,...,n
The communication energy between two configurations o, 0’ € X is the minimum value that has to be reached by
the energy in every path w: o — o/, i.e.,
®(0,0') ;= min P, = min max H(n). (9)

w:oc—o’ w:oc—o’ NEw
Given two nonempty disjoint subsets A, B C X', we define the communication energy between A and B by

«— 3 /
®(A,B) := aeg,lg/leB(b(g’ a’). (10)
Theorem 2.1 (Structural properties of energy lanscape). Consider the energy landscape (X, H, Q) corresponding
to the Potts model on a K x L grid A. Then:

(i) For everys,s’' € X*, s#s’

2min{K,L}+2 if A has periodic boundary conditions,

O(s,s') —H(s) =T(A) = q . . -
min{K,L} +1 if A has open boundary conditions.

(ii) The following inequality holds:
®(0,X°) — H(o) <T(A) YoeX\xs. (11)

Property (11) is usually referred to as absence of deep wells. Theorem 2.1 explains why is precisely the
constant I'(A) defined in (5) that appears in Theorem 1.1 and Corollary 1.2, characterizing the behavior of
tunneling times and mixing times in the low-temperature regime.

The rest of the section is organized as follows: in Subsection 2.1 we introduce some useful notation and
definitions that will be used throughout the section, while in Subsection 2.2 we describe the geometric properties
of Potts configurations that will be of interest for our analysis. Later, in Subsection 2.3 we present an expansion
algorithm for Potts configurations on grid graphs, that will be leveraged in Subsection 2.4 to build paths between
stable configurations. Subsection 2.5 is devoted to the derivation of lower bounds for the communication height
between stable configurations. Lastly, in Subsection 2.6 we present the proof of Theorem 2.1, that combines the
expansion algorithm introduced in Subsection 2.3 and the inequalities derived in Subsections 2.4 and 2.5.



2.1 Definitions and notation

In this subsection we introduce some notation and definitions tailored for the Potts model on a grid graph A
(valid regardless of the chosen boundary conditions, unless specified otherwise) that will be used in the rest of the
section.

A K x L grid graph A = (V, E) has vertex set V.={0,...,L — 1} x {0,..., K — 1} and every vertex v € A is
naturally identified by its coordinates (v1,v2), where v; denotes the column and vy the row where v lies. We
denote by ¢, j =0,...,L — 1, the j-th column of A, i.e., the collection of vertices whose horizontal coordinate is
equal to j, and by r;, i =0,..., K — 1, the i-th row of A, i.e., the collection of vertices whose vertical coordinate
is equal to 4. With a minor abuse of notation, we will write (v, w) € r; when (v, w) € E is a horizontal edge that
links two vertices v, w both on row r;. Similarly (v,w) € ¢; when (v,w) € E is a vertical edge that links two
vertices on column c;.

It is convenient to visualize a K x L grid graph A by means of KL squares, each of them corresponding to
a vertex of the grid graph A, as illustrated in Figure 3. Note that this representation respects the adjacency
relations: the neighbors of a given vertex v are in one-to-one correspondence with the squares that share an
edge with the square corresponding to v. In particular, this equivalent representation corresponds to the Peierls

contours on the dual graph A + (l l).

(b) Equivalent representa-

(a) Grid graph with peri- (c) Grid graph with open (d) Equivalent represen-

odic boundary condi-
tions with highlighted
two vertices, v and w,
and their corresponding
neighbors

tion of the grid graph
with periodic bound-
ary conditions with
highlighted the squares
corresponding to v,w
and their corresponding
neighborhoods

boundary conditions
with highlighted two
vertices, v and w, and
their corresponding
neighbors

tation of grid graph
with open boundary
conditions with high-
lighted the squares
corresponding to v,w
and their corresponding
neighborhoods

Figure 3: Equivalent representation of a spin system on a 8 x 8 grid graphs with different boundary conditions

For brevity, we will interchangeably refer to the spin value of a vertex using its color, since we can define
a one-to-one mapping between spin values and colors as we did in Figures 1 and 2. This convention and the
equivalent representation with squares should help the reader to visualize g-state Potts configurations on a grid
graph A as collection of clusters of ¢ different colors, see three examples in Figure 4.

(a) Potts configuration with ¢ = 2 (c) Potts configuration with ¢ = 4

(b) Potts configuration with ¢ =3

Figure 4: Examples of Potts configuration on the 10 x 10 grid



Note that in the special case of ¢ = 2 spin values, the Potts model reduces to the classical Ising model, in
which the two spin values are usually identified using the symbols + and —, as illustrated in Figure 5. However,
since in this paper we are interested in the case of a general ¢ € N, we will use only the visualization using colors
as in Figure 4.

Figure 5: The Ising configuration on the 10 x 10 grid corresponding to that in Figure 4a

Define the energy gap AH (o) of a configuration o € X as the difference between its energy and the energy of
any stable configuration, i.e.,

AH(c):=H(oc)— H(s), foranyseX?’. (12)

Given a configuration o € X', we call an edge e = (v,w) € E disagreeing if it connects two vertices with different
colors, i.e., 0(v) # o(w). From the definition of the energy function (1), it follows that AH (o) is equal to the
number of disagreeing edges that configuration o has, since

AH(o) = H(o) + |E| = |E| - Z Lio(w)y=c(w)} = Z Lo ()0 (w)}- (13)
(v,w)eE (vyw)eE

Note that the energy gap AH (o) corresponds to the total perimeter of the same-color clusters that configuration
o has. Indeed, the sides of the squares used to represent Potts configuration, see e.g. Figures 4 and 5, are precisely
the edges of the dual graph of A used to define the cluster contours. Hence, the energy gap AH (o) quantifies the
surface tension between the clusters of different colors that configuration o has. Indeed, the disagreeing edges of
a Potts configuration o on A are in one-to-one correspondence with the edges of the dual graph A + (%, %) that
define the Peierls contours of configuration o.

We will now use in a crucial way the structure of the grid graph A to rewrite the energy gap. The edges
of a grid A can have either vertical or horizontal orientation, and we can partition the edge set E accordingly.
More precisely, we consider the two subsets of vertical edges F, and horizontal edges E}, which are such that
E=FE,UE, and E;, N E, = (. In view of this partition of the edge set E and of the structure of the Potts
energy function H defined in (1), we can rewrite the energy gap of a configuration o € X’ as the sum of two
contributions of horizontal and vertical edges, namely

AH(0)= Y Tpwzewn + O owsow)- (14)
(v,w)EE, (v,w)EE

This identity is essentially saying that the total length of the Peierls contours of a given configuration can be seen
as the sum of two terms, the total number of vertical segments and the total number of horizontal segments the
contours consist of. In the rest of the paper, it will be convenient to have the following notation. Let AH,, (o) be
the energy gap of a configuration ¢ € X in the i-th row, namely

AHTi(J) = Z ]l{a('u);ﬁa(w)}' (15)
(v,w)er;
Similarly, we define AH, (o) as the energy gap of a configuration o € X’ in the j-th column, i.e.,
AH (0) = Y Lo@to()- (16)
(v,w)€cy

Note that the energy gap of a configuration o € X on the horizontal (vertical) edges respectively can be rewritten
as the sum of the energy gaps on each row (respectively, column), i.e.,

K-1 L—-1
Y Lo@wsow)y = ) AH (o)  and > Loytowy = Y AH (o). (17)
(v,w)€Ey i=0 (v,w)EE, j=0



Given a Potts configuration o € X on A, a vertex v € A, and a color k € {1,...,q}, we define o¥"* € X to be
the configuration obtained from o by coloring the vertex v with color &, i.e.

ok (1) = {U(w) if w # v, (18)

k if w=w.

2.2 Local geometric properties: Bridges and crosses

In this subsection we will introduce some geometric features of Potts configurations on a K x L grid graph A and
study how they are related with their corresponding energy.

We say that a configuration o € X has a horizontal bridge on a row if all the vertices on that row have the
same color. Vertical bridges are defined analogously. A few examples of bridges are illustrated in Figure 6(a) and
(b). The next lemma is an immediate consequence of the structure of rows and columns on A.

Lemma 2.2. A Potts configuration on A cannot display simultaneously a horizontal bridge and a vertical bridge
of different colors.

A configuration o € X is said to have a cross when it has both a vertical and horizontal bridges. Note that,
in view of Lemma 2.2, these two bridges cannot be of different colors. Figure 6(c) shows an example of a cross. If
the specific color k € {1,..., ¢} of bridges (crosses) is relevant, we will refer to them as k-bridges (k-crosses) or
specify their color.

(a) A horizontal black bridge (b) Two vertical bridges, one black and (c) A black cross
one white

Figure 6: Example of configurations on a 8 x 10 grid graph displaying black bridges or a black cross

Lemma 2.3 (Bridges and zero energy gap rows/columns). The following properties hold for every Potts
configuration o € X on a grid graph A:

(a) AH,(c) =0 if and only if o has a horizontal bridge on row r;

(b) AH.(0) =0 if and only if o has a vertical bridge on column c.
Furthermore, if A is a grid graph with periodic boundary conditions, then

(¢) If o has no horizontal bridge on row r, then AH,. (o) > 2;

(d) If o has no wvertical bridge on column c, then AH.(o) > 2.

Lemma 2.3(c) and (d) states that in the case of periodic boundary conditions if a configuration has no bridge
on a given row/column, the surface tension on that row/column is at least 2.

Proof. Statements (a) and (b) are an immediate consequence of (15) and (16): indeed the energy gap on a
row/column can be seen as the total number of disagreements on that row/column, which is equal to zero for
horizontal /vertical bridges.

We will prove only property (c), since the proof of (d) is analogous after interchanging the roles of rows
and columns. Consider a K x L grid A with periodic boundary conditions. It follows from (a) that if o has
no horizontal bridge on row r, then AH,. (o) > 1 and therefore, to prove statement (c), it is enough to show
that AH, (o) # 1. Suppose by contradiction that there exists a configuration ¢ € X and a row r of A such that
AH,(c) = 1. Let v and w the only two neighboring vertices such that o(v) # o(w) and let e = (v, w) be the edge
that links them. Since AH,.(0) = 1, e is the unique disagreeing edge on row r, which means that the remaining
L — 1 edges create a path from v to w where all the comprised vertices must be of the same color and thus, in
particular, o(v) = o(w), which is a contradiction. O



2.3 Expansion algorithm

In this subsection we introduce the expansion algorithm, a procedure that can be used to create a path consisting
of single-site updates from any suitable initial Potts configuration on A to one of the stable configurations. This
expansion algorithm is presented in Proposition 2.4 below and will be used twice: first to construct a reference
path w* between any pair of stable configurations with a prescribed height ®,« (Proposition 2.5) and later to
show that every Potts configuration on A can be reduced to a stable configurations with a maximum energy gap
strictly smaller than T'(A), proving Theorem 2.1(ii).

A Potts configuration o € X on A is a suitable initial configuration for the expansion algorithm if there exists
a monochromatic bridge in o, which in view of Lemma 2.3 is equivalent to require that there exists either a
column ¢ (or a row 7) of A with AH.(0) =0 (AH,(0) = 0, respectively). Figure 7 shows a few examples of
suitable starting configurations. The procedure will then gradually “expand” this monochromatic bridge by
changing the color of the vertices in the adjacent columns until the corresponding stable configuration is obtained:
this is the reason why we choose to name it expansion algorithm.

We remark that the fact that our algorithm makes a cluster grow gradually column by column (or row by row)
is not crucial, and in fact we could have defined a more general expansion algorithm that leverages the vertex-
isoperimetric order for grid graphs, which is known both for periodic and open boundary conditions [1, 11, 60, 64].
We choose to present here a procedure based on the row and column structure of A as it is more intuitive and
eventually yields the same energy bounds.

(a) Configurations with a monochro- (b) Configuration with a monochro- (c) Configuration with a monochro-
matic (black) bridge on column cg matic (gray) bridge on column cr matic (white) bridge on column cy

Figure 7: Examples of suitable starting configurations for the expansion algorithm on a 8 x 10 grid

The following proposition summarizes our findings for both types of boundary conditions.

Proposition 2.4 (Expansion algorithm for grid graphs). Let o € X be a Potts configuration on a grid graph A.
If 0 has a monochromatic k-bridge, then there exists a path w : 0 — si such that

2 if A has periodic boundary conditions,

(I)WH(O')S{

1 if A has open boundary conditions.

Proof. We will first describe the procedure in the case where the grid A has periodic boundary conditions, and
then later show how it can be adapted for open boundary conditions.

Consider a suitable starting configuration o € X for the expansion algorithm. Modulo a relabeling of the
columns, we can assume that ¢ has the monochromatic k-bridge on the first column cg. The procedure in the
case where the starting configuration ¢ has an horizontal bridge can be easily obtained by interchanging the role
of rows and columns. In what follows we associate the color black to the spin value k.

We now describe an iterative procedure that builds a path w in X’ from o to s;. The path w is the concatenation

of L paths w™, ..., wE). For every i along path w¥ the vertices on i-th column are progressively colored in
black. Define the intermediate configurations o;, 1 =0, ..., L, which will be the starting and ending points of the
paths w® ... w) as

i
k ifv e ch,
j=0

oi(v) == =0 (19)
o) ifveV)\ U cj.
§=0
Clearly 0g = 0 and o, _1 = si. For every i = 1,..., L we will now define a path w® g, 1 — o, of length K in

the following way. To help the reader following the construction we illustrate in Figure 8 some configurations
along the path w™) on a 8 x 10 grid.



5% 33 5,
> Fa

Figure 8: Illustration of some configurations along the path w™ : 6o — o1 on a 8 x 10 grid

(f) wéD =01

Set w(()i) =o0,;_1 and for any m = 1,..., K define the configuration w,(fl) from the previous one by coloring the
vertex (i,m — 1) as black; in other words, using the notation introduced in (18),

w® = (w,(z)_l)(i’m_l)’k, m=1,..., K.

We claim that the “energy cost” of this single-vertex update satisfies the following inequalities:

2 ifm=1,
Hw(@) - Hw) ) <30 ifl<m<K, (20)
2 ifm=K.

Note that by updating a Potts configuration on A in a single vertex v = (i,m — 1) € A, the edges that can change
their status (from agreeing to disagreeing and vice-versa) are only those incident to v. Given n € X and v € A,
denote by d, () the number of disagreeing edges incident to vertex v in configuration 7, i.e.,

()= > L) znw)
weA: (vyw)EE

and rewrite the energy gap between two consecutive configurations along the path w(® as
H(W)) = Hwy)y) = do(w) = dulwy,) ). (21)

If the considered vertex v = (i,m — 1) is already black in the starting configuration o, the step is void and
trivially H(wffl)) - H(wxll) = 0. Assume then that the vertex v = (¢, — 1) is not black, i.e., o(v) # k. Using
identity (21), the claim in (20) can be proved case by case. The three different cases are illustrated below in
Figure 8, respectively in (a)-(b) for m =1, (¢)-(d) for 1 < m < K, and (e)-(f) for m = K.

o If m =1, then d, (w,(,?_l) > 1, since v is not black and as such it disagrees at least with its left neighbor

(i — 1,0) (that is black by construction), and d, (w,(,?) < 3, since d, (w,(,?) # 4 in view of the fact that at
least the left neighbor (i — 1,0) of v is of the same color (i.e., black).

e If 1 <m < K, then d, (wﬁ,?_l) > 2, since v is not black and as such it has a color disagreeing at least
with its left neighbor (i — 1,m — 1) and bottom neighbor (i, m — 2) (that are black by construction), and

d, (w%)) < 2, since v is black and agrees at least with its left neighbor (i — 1,m — 1) and bottom neighbor
(i,m — 2), that are both black by construction.
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e If m = K, then d, (w,(,il) > 3, since v is not black and as such it disagrees at least with its left, top, and

bottom neighbors (that are black by construction), and d, (w%)) < 1, since v is black and agrees at least
with its left, top, and bottom neighbors, that all three black by construction.

For every i = 1,...,L — 1, the inequalities (20) for the energy differences along each path w® imply that
D,y — H(o;—1) < 2. Therefore, by concatenating all the paths w® o wED we obtain a path w : 0 — sp
such that ¢, — H(o) < 2.

We now describe how the expansion algorithm works when A has open boundary conditions. Instead of giving
a full description of the procedure, we will only briefly explain the main differences from the one we just described
for periodic boundary conditions.

Consider a suitable starting configuration ¢ € X to start the expansion algorithm, i.e., a configuration
displaying a black bridge. As before, it is enough to describe the procedure in the case of a vertical bridge. There
are two tweaks necessaries to adapt the algorithm described earlier to this scenario:

1. The columns of a grid graph with open boundary conditions are not identical and thus, differently from
what we did earlier, we cannot assume without loss of generality that the monochromatic bridge lies on
the first column cg. Let ¢* be the column where the monochromatic bridge lies in configuration o. The
procedure described previously can be used to expand the monochromatic bridge first to the right of ¢*,
until the open boundary of A is reached, and then to the left of ¢* (“mirroring” the moves described earlier)
until the left open boundary of A.

2. Every new column is started by updating its bottom-most vertex, which in an grid graph with open
boundaries has at most 3 neighbors, and is completed by updating the topmost vertex, which also has at
most 3 neighbors in this case. By revisiting the previous energy costs calculations, we can derive that along
any path w(® that adds a black column next to an existing one

1 ifm=1,
Hw?) -HwY ) <{o ifl<m<K,
-1 ifm=K.

Therefore, H(o;) < H(o;—1) and ®,u) — H(o;—1) < 1 and the path w obtained by concatenating
w® ... w®) then satisfies the inequality ®, — H (o) < 1. O
2.4 Reference path between stable configurations

We will now use the expansion algorithm to build a reference path between any pair of stable configurations with
a prescribed height.

Proposition 2.5 (Reference path). Consider the Potts model on a K x L grid A. For every pair of stable
configurations s,s' € X, s £, there exists a reference path w* : s — s’ such that

®, — H(s) = {2min{K7 L} +2 if Ais a grid with periodic boundary conditions,

min{K,L} +1 if A is a grid with open boundary conditions.

Proof. We first prove the result in the case of periodic boundary conditions and assuming K < L. When K > L,
the construction of the reference path is similar and can be obtained by interchanging the role of rows and
columns. The proof of the result when A has open boundary conditions is discussed later.

Let o* be the configuration that agrees with the target configuration s’ on the first column ¢y and elsewhere
with the starting configuration s, i.e.,

() = {s’(v) if v € ¢y, (22)

s(v)  otherwise.
We will construct a reference path w* from s to s’ such that
b+ —H(s) =2K +2
as the concatenation of two paths, w : s — ¢* and w® : o* — s’ such that
b,0) =H(s)+2K and P, 0 =H(s)+2K+2.

For simplicity we color to the vertices whose spins agree with s as white and the one agreeing with s’ as black.
Figure 9 should help the reader following the construction of the reference path.

11



(1) (1)

A, e ) o
2 2) (2
wé ) ‘*’EK “’K?L—z)

Sl

Figure 9: Illustration of the reference path w* : s — s’ in the case K < L

(2) (2)

w

WK(L—2)+1 K(L—2)+2

The path w® is the path (w(()l), e ,wg)) of length K starting from wél) = s and obtained iteratively by

coloring at step ¢ vertex (0,7 — 1) as black. It is easy to check that

4 ifi=1,
Hw") - HwM) =2 iti=2,... K1, (23)
0 ifi=K.

Indeed, coloring in black the first vertex (0,0) creates new disagreements with its 4 white neighbors, while for
each i =2,..., K — 1, the black coloring of vertex (0,7 — 1) creates 3 new disagreements, but resolves 1 with
respect to the previous configuration, so that the total amount of disagreements increases by 2. The last vertex

(0, K — 1) colored in black to obtain configuration wg(l) resolves 2 disagreements and create 2 new ones, resulting
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in a zero net energy difference with respect to wgll. A schematic illustration of the path w(*) can be found in

the first five snapshots of Figure 9. In view of (23), the configuration with the highest energy along w) are
(1)

wy’, and wg) = 0", since
AHW ) =2K = AH(c%), (24)

and therefore ®,1) = H(c*) = H(s) + 2K.

The newly obtained configuration o* has a monochromatic black bridge on ¢y and as such is a suitable starting
configuration for the expansion algorithm introduced earlier. In view of Proposition 2.4, such an algorithm
outputs a path w® : ¢* — &’ such that

(24)

b, =H(o")+2 H(s) + 2K + 2.

In the case where A has open boundary conditions, there is no need to define a different reference path,
since the exact same reference path yields the desired identity. The only thing one needs to do is reviewing the
calculations for the maximum energy along the paths w and w(?), which are now different in view of the open
boundary conditions. More specifically the fact that the vertices in ¢y have no left neighbors and the properties
of the expansion algorithm for grids with open boundary conditions (see Proposition 2.4) yield

(bw(l) = H(S) + K and (I)w(2) = H(S) + K +1.

from which the conclusion readily follows. O

2.5 Communication energy between stable configurations

Given a configuration o € X and a spin value k € {1,...,q}, let Bi(c) € NU {0} be the total number of
k-bridges (horizontal and vertical) that configuration o has. The next lemma shows how this quantity evolves
with single-spin updates and relates its increments with geometric properties of the spin configurations.

Lemma 2.6 (Bridges creation and deletion). Let o,0’ € X be two Potts configuration that differ by a single-spin
update, that is [{v €V : o(v) # o' (v)}| = 1. Then for every k € {1,...,q} we have that

Bk(O'/) — Bk(O') S {—2, -1,0,1, 2},
and By (0') — Br(c) = 2 if and only if o' a k-cross that o does not have.

This lemma basically states that at most two bridges of a given color can be created or destroyed by a
single-spin update and that if exactly two bridges are created together, then they must be orthogonal (one
horizontal and one vertical).

Proof. The proof revolves around the simple observation that a single-spin update can create (or destroy) a
bridge only in the row and/or in the column where it lies. Hence, by updating the spin of a given vertex to k,
at most two k-bridges can be simultaneously created or destroyed. One implication of the second statement is
trivial; for the converse one, observe that if exactly two k-bridges are created by a single-spin update, then they
cannot be both horizontal or both vertical, and thus they intersect creating a k-cross. O

Proposition 2.7 (Communication energy lower bound). Consider the Potts model on a K x L grid with
max{K, L} > 3. Then, for every s,s’ € X*, with s # ', the following inequality holds

2min{K,L} 4+ 2 if A has periodic boundary conditions,

25
min{K,L} +1 if A has open boundary conditions. (25)

®(s,s’) — H(s) > {

Proof. Consider first the case where A has periodic boundary conditions. It is enough to show that along every
path w : s — s’ in X’ there exists at least one configuration with energy gap not smaller than 2min{K, L} + 2.
Let k € {1,...,q} be the spin value such that s’ = sj. In the rest of the proof we will associate the color black to
the spin value k and in particular we will refer to k-bridges and k-crosses as black bridges and black crosses,
respectively.

Consider a path w from s to s’ of length n, so that w = (w1, ...,w,) with w; = s and w,, = s’. Note that s has
no black bridges, i.e., Bi(s) = 0, while s’ is has By(s’) = K + L black bridges. Hence, there exists a configuration
along the path w that is the first to have at least two black bridges; let m* € N be the corresponding index, i.e.,
m* := min{m < n | Bi(wy,) > 2}. Consider the configuration wy,~_1 that precedes wy,» in the path w. We claim
that the total energy gap of the configuration w,,~_1 satisfies the following inequality

AH(wpe—1) > 2min{K, L} + 2. (26)
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We prove this claim by considering separately three scenarios:
(a) wm+ displays only vertical black bridges;
(b) wp» displays only horizontal black bridges;
(¢) wm~ displays at least one black cross.

Consider first scenario (a), thus assuming that w,,~ displays only vertical black bridges. From the definition
of m*, it follows that By (wpm+—1) <1 and By(wpm») > 2. Furthermore, the difference By (wp,») — Bj(wWm>—1) must
be strictly smaller than 2, since otherwise w,,,« would have a black cross in view of Lemma 2.6. Hence,

Bi(wm+—1) =1 and Bg(wm) = 2.

Hence, configuration w,,- has exactly two vertical black bridges, say on columns ¢ and ¢/, see an example in
Figure 10.

(a) Configuration wy,*_1 with one (b) Configuration wy,* with two black
black bridge on column ¢ and an bridges on column ¢ and ¢’
incomplete one on column ¢’

Figure 10: Illustration of scenario (a)

Since wy,+—1 and wy,« differ by a single-spin update and By (wm+—1) = 1, it follows that configuration wi,«_1
has only one vertical k-bridge, say on column ¢, while it has all black vertices but one on column ¢’. In particular,
Wm+—1 has no vertical bridge on column ¢’ and therefore, in view of Lemma 2.3(d),

AH (wme—1) > 2. (27)
We claim that w,,«_; cannot have any horizontal bridge. Indeed:

e the presence of a black horizontal bridge in some row would imply that By (w,«—1) > 2 (since wy,+_1 has
by construction at least a vertical black bridge on column ¢), contradicting the definition of m*;

e there cannot be non-black horizontal bridges either in view of the black bridge in column ¢ and Lemma 2.2.

The absence of horizontal bridges together with Lemma 2.3(c) then yields that AH,.(wy,«—1) > 2 for every row r
and thus

K-1

> AH,, (wn-—1) > 2K. (28)
=0

In view of identity (14), inequalities (27) and (28) together yields

K—1
AH(wpe—1) > AHy (wpme—1) + Z AH,, (Wne—1) > 2K +2. (29)
=0

In scenario (b) we can argue like in (a) but interchanging the role of rows and columns, and obtain the
following inequality

AH (1) > 2L + 2.

Consider now scenario (c), where we assume wy,« displays at least one black cross. By definition of m*, the
quantity By(wm,+—1) can take only two values, 0 or 1, and we consider these two cases separately.

Assume first that By (wy,+—1) = 0, which means that w,,-_1 has no black bridges, see an example in Figure 11.
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(a) Configuration wy,_1 (b) Configuration wy,*

Figure 11: Illustration of scenario (c) where configuration wy,«_1 is such that Bg(wm=—1) =0

Since wy,s—1 and wy,+ differ by a single-spin update, Lemma 2.6 gives that By (wm,+) > 2 and thus we can
conclude that By (wm+) = 2, in view of the definition of m*.

Lemma 2.6 implies further that w,,~ displays a unique black cross. Let 7# and ¢ be respectively the row and
the column on which such cross lies. Since By (w,~—1) = 0, the horizontal and vertical black bridges that w;,
has must have been created simultaneously from configuration w,,-_1 by updating the spin in the vertex, say o,
where 7 and ¢ intersect. Hence, by construction,

Wnr—1(v) =k Yverué v+#0.

Since there is a black vertex in every row and in every column, configuration w,,»_1 cannot have non-black
(horizontal or vertical) bridges. This fact, together with our assumption that By (wy,+—1) = 0, implies that w1
has no bridges of any color, i.e.

Bl(wm*_l) =0 Ve {1, .. .,q}.

Therefore, thanks to Lemma 2.3(c) and (d), the energy gap is not smaller than 2 in every row and column, and,
hence,

K-—1 L—1
Z AH,, (wm+—1) > 2K and Z AH,, (wm-—1) > 2L.
i=0 j=0

In view of identity (14), the latter two inequalities yield
AH(wm—1) > 2K +2L > 2min{K, L} + 2max{K, L} > 2min{K, L} + 2.

Consider now the scenario in which By (wy,+_1) = 1, which means that w,,~_; has a unique black bridge, see
Figure 12 for an example.

C

o>
\
[S3

>
=

(a) Configuration wm,*_1 (b) Configuration wy,*
Figure 12: Ilustration of scenario (¢) where configuration wy,=—_1 is such that Bg(wm=—1) =1
We will assume that such a black bridge is vertical and that lies in column ¢; if instead it is horizontal, the

proof is identical after interchanging the role of rows and columns and leads precisely to the same lower bound
for AH(wpm+—1). By virtue of Lemma 2.2, the presence of the vertical black bridge in column ¢ makes impossible
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the existence of any horizontal non-black bridge in configuration w,,=_1. Furthermore, by assumption w,,_1 has
no horizontal black bridges and Lemma 2.3(c) then yields

K-1

> AH, (wm-—1) > 2K. (30)
=0

Since wy,+—1 and w,,+ differ by a single-spin update, the presence of a black cross w,,» and the absence of
horizontal black bridges in w,=_1 imply that w,,» has a unique horizontal black bridge, say on row 7. By
construction, the vertex, say 0, where w,,» and w,,~_1 differ must lie in such a row, and

Wnr—1(0) #k  and  wpo1(v) =k VveEF,v#£D

Let ¢ be the column where © lies. The black vertices in row 7 implies that configuration w,,«_1 has no vertical
I-bridge with [ # k in every column ¢ # ¢, ¢. Lemma 2.3(d) then yields that in each of these L — 2 columns the
energy gap is greater than or equal to 2 and thus

L—1
3" AH (wme—1) > 2(L —2) = 2L — 4. (31)
7=0

From inequalities (30) and (31) it follows that
AH(wps—1) > 2K +2L —4 > 2min{K, L} + 2max{K,L} — 4 > 2min{K, L} + 2,

where the last inequality holds since max{K, L} > 3.

The proof of inequality (25) in the case where A has open boundary condition is very similar and thus omitted.
The only tweak necessary is easy to explain and is a consequence of the fact that the lower bound for the energy
gap on rows or columns without bridges is different due to the open boundary conditions. As illustrated in
Lemma 2.3, a row or column without bridges has energy gap not smaller than 2 when A has periodic boundary
conditions, while we only know that is non-zero (and in particular greater than or equal to 1) when A has open
boundary conditions. By adjusting this factor in all the inequalities derived above, one gets the desired lower
bound for the communication energy ®(s,s’) for the case of open boundary conditions, which is precisely half of
that obtained in the case of periodic boundary conditions. O

2.6 Proof of Theorem 2.1

In this subsection we combine the results obtained in the previous subsections and prove the structural properties
of the energy landscape that have been presented in Theorem 2.1.

The proof of statement (i) readily follows by combining the reference path constructed in Propositions 2.5
(which yields an upper bound for ®(s,s’)) with the matching lower bound obtained in Proposition 2.7.

We now focus on the proof of statement (ii). We first prove the result for grids (a) with periodic boundary
conditions and then later (b) with open boundary conditions.

(a) Consider a configuration o € X \ X'*. If configuration o has a (vertical or horizontal) k-bridge for some
k=1,...,q, then o is a suitable starting configuration for the expansion algorithm can be used to build a path
w : 0 — s such that @, < H(o) + 2.

Consider now the opposite scenario, the one where o has no (vertical or horizontal) bridge. Take the column,
say c*, with the largest number of vertices of the same color, say black, and let k be the associated spin value.
Define

() = {a(v) ifveV\c,

k ifvec.

Denote by m the number of vertices in which configurations o and ¢* differ, that ism := [{v € V' : o(v) # o*(v)}].
Note that m is precisely the number of non-black vertices that configuration ¢ has on column c*, since

{veV o) #c"(v)}={vec : o) #k}.

In particular, by construction m < K = |¢*|. We will define a path from o to ¢* in which the m non-black
vertices are progressively colored in black. The order in which these vertices are updated is crucial to obtain the
desired bound for ®,,. More specifically, we build a path w®) : ¢ — o* of length m that starts at w(()l) = o and is

construct inductively as follows: for every stepi=1,...,m,
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(1) Consider a vertex v; € ¢* such that (i) wﬁ)l (v) # k and (ii) has at least one black neighbors on column c*;

1)

(2) Define the configuration wi(l) from w,;”’; by coloring vertex v; as black, i.e.

1 .
W, wi(_)l (v) ifv# v,
w; (v) = :
k if v =v;.
The way in which the vertices vi,...,v,, of column c¢* are progressively chosen guarantees that for every
i=1,...,m—1

AH(w") < AH(w) +2.
since at most two disagreements are created by coloring vertex v; as black, and that
AH(wY) < AHWY ),

since vertex vy, has by construction exactly two black neighbors on column ¢*. Hence, the path w(®) is such that
O,y — H(o) < 2(m —1). Configuration ¢* has a vertical black bridge and thus the expansion algorithm yields a
path w® : o* = s, such that D2y — H(o*) < 2. The concatenation of w® and w® then is a path from o to s
that guarantees that ®(o, X°) — H(o) <2(m —1)+2 <2m < 2K < 2K + 2.

(b) We consider now the case of open boundary conditions, in which we only briefly need to review the
calculations already done in (a). If configuration o has a monochromatic bridge, then the expansion algorithm
guarantees that ®(o, X*) — H(o) < 2. If there is no bridge, then define the configuration o* obtained from o by
coloring as black all the vertices on the first column, i.e.

() = {a(v) ifveV\ e,

k if v € ¢g.

As we did in (a), we will construct a path from o to X' using configuration o* as intermediate configuration. As
before, let m denote the number of vertices in which configuration ¢ and ¢* differ. By progressively coloring them
as black, always updating a vertex with at least one black neighboring vertex on ¢, the energy cost is no larger
than 1 for every vertex newly colored in black thanks to the open boundary conditions. In particular, coloring the
last non-black vertex on column c¢g costs 0 or less, since by construction it had at most one disagreeing neighbor.
In this way we have build a path such that

®(o,0") —H(o) <m —1. (32)

Having a black bridge, o* is a suitable starting configuration for the expansion algorithm that yields a path
to the stable configuration with all black vertices, obtaining in this way a path from o to s € X. Combining
inequality (32) with that given by Proposition 2.4, one obtains that

(0, X)—H(@)<(m—1)+1<m<K<K+1. O

3 Proof of Theorem 1.1

In this section we present the proof of Theorem 1.1, which combines the model-independent results derived in [56]
with the structural properties of the energy landscape presented in Theorem 2.1.

3.1 Asymptotic behavior of hitting times (Proof of Theorem 1.1(i)-(ii))
Consider the target stable configuration s’ € X'5. We first claim that
Vo #s ®(0,s") — H(o) <T(A). (33)

If o € X%\ {s'}, then the inequality follows immediately from the reference path given in Proposition 2.5 in
combination with Theorem 2.1(i). In the opposite case, if o ¢ X'® property (11) in Theorem 2.1(ii) guarantees
that there exists a stable configuration s* € X'® such that

®(0,s") — H(o) < T(A),

which means that there exists a path w* : 0 — s* with &« — H(o) < I'(A). If s* = ¢/, then the claim in (33) is
proved. Otherwise, we can create a path w : o — s’ as concatenation of two paths, w¥) = w* and w® : s* — &'
as the reference path given in Proposition 2.5. It is immediate to check that the resulting path w : ¢ — s’ satisfies
®, — H(o) <T(A), and thus (33) holds also in this case.

In view of the inequality (33) [56, Proposition 3.18] holds and one concludes by applying [56, Corollary 3.16]
and [56, Theorem 3.19].
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3.2 Asymptotic exponentiality of 3., (Proof of Theorem 1.1(iii))

Since the statement of Theorem 2.1(i) holds for any pair of stable configurations, it follows that
Vs e X? D(s, X°\ {s}) — H(s) = T(A).

Combining this identity with inequality (11) in Theorem 2.1(ii) immediately yields that

Vs e AP Uen)l(&\)g(s@(a,)fs)—H(a)<<I>(S,XS\{S})—H(S). (34)

This inequality means that, in view of the target set X'®\ {s}, the cycle where the starting configuration s lies is
the deepest cycle of the energy landscape (X \ X*) U {s} and thus the exit time from this cycle dominates the
tunneling time from X'* to the target set X'*\ {s}. Applying first [56, Proposition 3.20] and then [56, Theorem
3.19] the proof is concluded.

3.3 Asymptotic exponentiality of 75 (Proof of Theorem 1.1(iv))

First of all notice that when ¢ = 2, statements (iii) and (iv) coincide and thus there is nothing to prove.

In the case ¢ > 2, although statements (iii) and (iv) look very similar, the proof of the asymptotic exponentiality
of the scaled tunneling time 75 does not immediately follow from the structural properties of the energy landscape
and this is the reason why it is presented separately. Indeed in this case the subset X* \ {s,s’} is not empty,
which means that there exists at least a third stable configuration n € X*\ {s.s’} such that

O(s,s') — H(s) # @(n,s") — H(n),

as both the left-hand and right-hand sides are equal to I'(A) by Theorem 2.1. This means that when the target
state is a precise stable configuration s’, the condition analogous to (34) does not hold anymore, as the energy
landscape X \ {s'} has several equally deep cycles and not a unique one as in Subsection 3.2. The Markov
chain may be trapped in any of these cycles and the exit times from them do not vanish in the limit 8 — oo
and therefore they must be considered to determine the asymptotic distribution of 75 /E75,. From a technical
standpoint, the fact that the condition analogous to (34) does not hold in this case means that we cannot apply
directly [56, Proposition 3.20] and [56, Theorem 3.19] as we did in the previous subsection.

The proof of the asymptotic exponentiality of 75 is thus obtained leveraging Theorem 1.1(iii) in combination
with a stochastic representation of the tunneling time 7 that exploits the intrinsic symmetries of the energy
landscape (X, H, Q) corresponding to the g-state Potts model on A.

For any k,l € {1,...,q}, k # [, define ¥, ; : X — X the mapping that associate to a configuration o € X
another configuration ¢’ = ¥y, ;(0) such that

o) ifo(v) #k,l,
o' (v) =<k if o(v) =1, (35)
l if o(v) = k.

The configuration ¥y (o) is thus obtained from o by interchanging every spin with value k& with a spin with
value | and vice-versa, while leaving all the other ¢ — 2 spin values unchanged. In other word, the automorphism
U, ; swaps two colors (corresponding to spins K and !) while keeping the remaining ¢ — 2 colors fixed, see an
example in Figure 13 for the 4-state Potts model using the color convention {1,2,3,4} «+— {O, O, @, @}.

Exploiting the family of automorphisms {¥y ;}x =1, ., and arguing like in [66, Proposition 2] or in [67,
Proposition 4.1] we can construct a coupling between different copies of the Markov chain {X”},cy and show
that for any s € X'* and at any temperature 8 > 0 the following properties hold:

(i) The random variable X2 o) has a uniform distribution over X'®\ {s};

{s

ii) The distribution of the random variable 73, does not depend on s;
xs\{s}
(iii) The random variables Te\ (s and XT;S\{S} are independent.

We will now leverage these properties to derive a stochastic representation of the tunneling time 75,. Let N,
be the random variable that counts the number of non-consecutive visits to stable configurations in X'¢\ {s}
until the configuration s’ is hit, counting as first visit the configuration s where we assume the Markov chain
starts at time ¢ = 0. Non-consecutive visits means that we count as actual visit to a stable configuration only
the first one after the last visit to a different stable configuration. Property (ii) implies that the random time
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(a) A Potts configuration o (b) The Potts configuration ¥ 4(c), where
white and black colors have been inverted

(c) The Potts configuration Wy 4(c), where (d) The Potts configuration W3 4(c), where
light gray and black colors have been in- gray and black colors have been inverted
verted

Figure 13: Examples of the automorphisms W; 4, ¥ 4, and W3 4 for the Potts model with ¢ = 4 on the 8 x 10 grid

between these non-consecutive visits does not depend on the last visited stable configuration. In view of property
(i), the random variable N, is geometrically distributed with success probability equal to (¢ —1)71, i.e.,

1\ 1
P(N, = =(1-—— —_— >1. 36
(Ng = m) < q—1> g—1 "= (36)
In particular, note that /N, depends only on g and not on the inverse temperature 3. The amount of time wa\ (s}

it takes for the Metropolis Markov chain started in s € X® to hit any stable configuration in X\ {s} does not
depend on s, by virtue of property (ii). In view of these considerations and using the independence property (iii),
we deduce that for s,8' € X%, s # &

Nq
TS 4 ZT(i), (37)
i=1

where {’T(i)}ieN is a sequence of i.i.d. random variables distributed as T;S\ (s} and N, is an independent geometric
random variable with success probability 1/(¢ — 1) as defined in (36). In particular, since both random variables
N, and Tfys\ (s} 2 7() have finite expectation and EN, = ¢ — 1, it immediately follows from Wald’s identity that
Erg =(q—1) - Er3. sy = (@ — 1) -Er(®. Thus, we can rewrite (37) as

75 a4 1 Zq 7@

Er5 EN, P Er@)"
Using the fact that 7(") /E7(®) 4 Exp(1) for every i as  — oo by virtue of Theorem 1.1(iii), we obtain that
75 /E7S is asymptotically distrbuted as geometric sum of i.i.d. unit-mean exponential random variables, which
is also exponentially distributed. The resulting exponential distribution of 75 /E75 has also unit mean, as the
geometric sum is scaled by its mean EN,.

Remark: Note that the proof presented in this subsection did not use the fact that A is a grid graph. Indeed
the definition of the family of automorphisms {Uy ;}x =14 does not depend on the underlying structure of the
graph A and neither the rest of the proof. This means that the statement (iv) in Theorem 1.1 would hold for any
finite graph G, as long as the g-state Potts model on such graph G is such that T;S\{S}/]ET;S\{S} 4, Exp(1) as
B — oo for any stable configuration s € X%.
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3.4 Mixing times (Proof of Theorem 1.1(v))
By combining Theorem 2.1(i) and (ii), it is easy to check that

max ®(o,s) — H(o) =T(A) Vse X,

o#s

and the statements for both the mixing time and the spectral gap then follow from [56, Proposition 3.24].
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