










Figure 12: 48-spot PAX design schematic. The two CW lasers and SPAD arrays are fixed to a floated optical table.
Periscopes are used to bring the beams to the optical breadboard supporting the microscope and LCOS SMLs. Two
beam expanders, mirrors, one dichroic mirror and one lens are used to steer the beams to their respective SLMs, form
spot arrays and relay them to the back of the back of the microscope objective lens. The microscope side port is used to
monitor the beam pattern using a CMOS camera (an example of which is shown on the left), while the bottom port is
used to send the fluorescence signal to the two SPAD arrays via relay lenses, a dichroic mirror and emission filters. A
detailed description can be found in the text. Reproduced from ref. [30].
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Figure 13: Pattern generation with a LCOS spatial light modulator. Focal lengths and beam-steering parameters differ
for the two laser excitations. Adjustable parameters include number of spots, spot size, degree of rotation, pitch in X-
and Y-directions, and pattern center (H, V) defined in LCOS units. During alignment, these parameters are optimized
using the LCOS_pattern_fitting notebook (link). (A) Right panel: 12x4 lenslet array pattern. Left panel: periodic
beam-steering pattern. (B) and (C) show experimentally derived LCOS parameters for spots and beam-steering patterns
for the green (532 nm) and red lasers (628 nm) respectively.

Both laser beams are first expanded and collimated using a pair of doublet lenses (Keplerian
telescope, with focal lengths f1 = 50 mm and f2 = 250 mm, not shown). The laser beams are
then steered up to the optical breadboard supporting the microscope using two periscopes and
further expanded using two adjustable beam expanders (BEG&BER: 3X, P/N 59-131, Edmund
Optics).

Each expanded beam is then steered with mirrors M1R and M2R, respectively, toward its re-
spective SLM (green: P/N X10468-01, Hamamatsu, Japan, red: P/N X10468-07), which forms
an array of spots at its focal plane (Figure 13). Light emitted from these spots is first combined
with a dichroic mirror, DMmix (T550LPXR, Chroma Technology, VT) and focused on the mi-
croscope object plane using a collimating lens L3 ( f = 250 mm, AC508-250-A Thorlabs) and
a water immersion objective lens (UAPOPlan NA 1.2, 60X, Olympus). A dual band dichroic
mirror, DMEX (Brightline FF545/650-Di01, Semrock, NY), is used to separate excitation and
emission light.

Fluorescence emission is focused by the microscope tube lens, L2. The microscope’s internal
flippable mirror, MI is used to toggle between the side and bottom ports of the microscope. A
CMOS camera (Grasshopper3 GS3-U3-23S6M-C, FLIR, BC, Canada) is attached to the side
port, and is used for alignment purposes. The bottom port directs the emission fluorescence to
a recollimating lens, L4 ( f = 100 mm, AC254-100-A, Thorlabs). Light is then split with an
emission dichroic mirror, DMEM (Brightline Di02-R635, Semrock), spectral leakage from the
red laser and Raman scattering due to the green laser being filtered on the donor emission path
by an additional band-pass filters (donor: Brightline FF01-582/75, Semrock).

Each signal is focused on its respective SPAD array by lens L5 ( f = 150 mm, AC254-150-A,
Thorlabs). Each SPAD array is mounted on micro-positioning stage allowing adjustments of the
detectors in all three dimensions. The detectors can be precisely aligned in the x and y directions
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using software controlled open-loop piezo-actuators (P/N 8302; drivers: P/N 8752 and 8753;
Newport Corporation, Irvine, CA).

Each SPAD array is equipped with a field-programable gate array (FPGA; Xilinx Spartan 6,
model SLX150), a humidity sensor, and a USB connection for monitoring time-binned counts
and humidity levels. The FPGA provides 48 parallel and independent streams of LVDL pulses,
which are converted to TTL pulses before they are fed to a programmable counting board (PXI-
7813R, National Instruments, Austin, TX) providing 12.5 ns resolution time-stamping and a
channel ID for each pulse. The LabVIEW code programming the FPGA module is available in
the Multichannel-Timestamper online repository (link).

Appendix C Data Analysis

In this section, we provide an outline of the different steps involved in a typical multispot
analysis workflow. Details can be found in previous publications and their associated Supporting
Information files [63, 29, 30, 54].

C.1 Photon streams

Photon streams are defined by the detection channel (D or A) and excitation period (for
μsALEX: D or A, for PAX: D or D&A). Each photon is allocated to a stream based on its
timestamp, ti, and its location, modulo the alternation period T , within the period, ti (Eq. 5,
corrected for a possible offset, t0:

ti = (ti − t0)mod(T ) (5)

Because the transition between D-only to A-only or D & A excitation (and reciprocally) is not
instantaneous due to the finite response time of the AOM (few µs), photons located within these
transition periods are usually ignored due to their ambiguous origin [29]. They usually represent
a small fraction of the the total number of photons (¡ 5 %).

The histograms of ti for the donor and acceptor channels are convenient to graphically define
these ”excitation periods” [29]. Table 1 indicates the notation used for the four photon streams
in the two excitation periods. In μsALEX, both donor and acceptor channel histograms show
large numbers of photons, while during the acceptor excitation period, only the acceptor channel
histogram has a significant number of photon (the donor channel is limited to detector dark
count). In PAX, the donor and acceptor channel histograms both contains significant numbers of
photons during both D and DA (i.e D&A) excitation periods.

Due to this difference between μsALEXand PAX, a number of quantities defined in later sec-
tions take on different definitions.

Raw photon streams denoted as, FXexYem , corresponding to X excitation in the Y emission
channel, are background corrected by subtraction of the background rate, bXexYem , averaged over
the whole period, times the burst duration, ∆T :

FXexYem = FXexYem − bXexYem∆T (6)

where

∆T = te − ts (7)

and ts (resp. te) is the first (resp. last) timestamp in the burst.
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Alternation scheme Excitation Emission photon streams
ALEX D D DexDem

D A DexAem

A A AexAem

A D AexDem

PAX D D DexDem

D A DexAem

DA D DAexDem

DA A DAexAem

Table 1: Photon streams for μsALEX and PAX alternation schemes. The excitation column indicates which laser is on
during that period: D indicates 532 nm excitation and A indicates 628 nm excitation. Emission is detected in either the
D or A channel.

In PAX, the (background corrected) total burst size is given by the sum of the background cor-
rected photon streams (a similar definition holds in μsALEX, with DAex replaced by Aex):

F = FDexDem + FDexAem + FDAexDem + FDAexAem (8)

For FRET efficiency calculation, the total (corrected) fluorescence during donor excitation, FD,
is used:

FD = FDexDem + FDexAem − Lk − Dir (9)

where Lk is the spectral leakage of the donor signal in the acceptor channel and Dir is the con-
tribution of direct excitation of the acceptor dye by the green laser. The correction factors used
to compute these quantities are discussed in section C.8.

In PAX, the FDAexDem photon stream also contributes information, resulting in improved photon
counting statistics compared to μsALEX. The PAX-specific definition of the corrected fluores-
cence emission during donor excitation is given by:

FD = FDexDem + FDAexDem + α−1(FDexAem − Lk − Dir) (10)

where α is defined as α = (1 + ωA
ωD

)−1, and ωA and ωD are the durations of the DAex and Dex

PAX alternation cycles, respectively. Typically the alternation periods have a duty cycle = 0.5
and ωA/ωD = 1. Multiplying by α−1 accounts for the continuous D-excitation by amplifying the
μsALEXFDexAem signal.

C.2 Background rate estimation

Sources of background signal in single-molecule fluorescence experiments are due predom-
inately to Raleigh and Raman scattering, scattered or out-of-focus fluorescence, the presence
of sample or buffer impurities, and detector noise from DCR, crosstalk, or afterpulsing effects.
Raleigh and Raman scattering can be effectively rejected by appropriate optical filters. Sample
impurities cannot be totally eliminated, however, using spectroscopic grade reagents and buffer
filtering greatly helps to reduce them.

Estimation of the background rate requires careful consideration. Rather than measuring a
buffer only sample to use it as background, the background rate must be calculated for each

33

.CC-BY 4.0 International licenseIt is made available under a 
(which was not peer-reviewed) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity.

The copyright holder for this preprint. http://dx.doi.org/10.1101/651869doi: bioRxiv preprint first posted online May. 27, 2019; 

http://dx.doi.org/10.1101/651869
http://creativecommons.org/licenses/by/4.0/


measurement to account for scattering, out-of-focus fluorescent molecules and possible fluctua-
tions during the measurement. One approach to estimating the background rate is to compute the
inter-photon delay distribution, ϕ(τ), of each photon stream. The exponential inter-photon delay
distribution for a Poisson process can be expressed as a weighted sum [83]:

ϕ (τ) ∼ (1 − pb) g (τ) + pbTbe−
τ

Tb (11)

where g(τ) ∝ τ−3/2 is the distribution of inter-photon delays for a freely diffusing single-molecule
in a Gaussian excitation volume and Tb equal to the average time between bursts [83]. The last
term of Eq. 11 simply states that the background due to out-of-focus molecules can be described
as a Poisson process with rate b = Tb

−1 (proportional to the concentration). The exponential
term of the weighted sum dominates at long time-scales and is used to compute the background
corrected inter-photon delay distribution.The background rate can for instance be estimated using
the maximum likelihood estimator (MLE) for an exponential distribution:

b−1 =
1
n

n∑
i=1

τi = < τi > (12)

where the τi’s are inter-photon delay times. Alternative estimators may be used, including the
minimum variance unbiased estimator (MVUE) or the least-squared difference [29]. However,
since only the long time-scale term in the inter-photon delay distribution is exponential, the
background rate needs to be estimated using the exponential portion of ϕ(τ). The MLE of the
restricted exponential distribution where τi > τmin defines the background rate as:

b =
(
〈τi〉τi>τmin − τmin

)−1 (13)

The choice for τmin is a compromise between estimation accuracy and data loss. A large τmin

can result in a severely truncated data set giving unreliable statistics. Alternatively, a small τmin

results in biased collection of short inter-photon delay times which are associated with single-
molecule diffusing within the center of the excitation PSF.

Determining an optimal τmin can be done automatically as discussed in [29].
Finally, in many smFRET experiments, the background rate may change over time, most com-

monly due to drift or evaporation, but possibly because of planned sample modifications. In the
case of fluctuating backgrounds, the background rate estimation must be performed piecewise
over time windows during which the rate is relatively constant (for rate estimation on the 48-spot
setup we use a time window of 10 s).

In the case of multispot acquisition, these rate estimations need of course to be repeated for
each spot.

C.3 Burst search
After photon streams definition and background rates determination, the next step in smFRET

analysis consists in a burst search, where fluorescent bursts due to single-molecules passing
through the confocal volume are detected as ”spikes” above the background signal. This is
achieved with a ’sliding window’ algorithm, first introduced by Seidel and collaborators [84, 57].
In each ’sliding window’ of m sequential photons, the average photon (count) rate in one or more,
or a sum of several photon streams, is calculated using the following definition:

rm(ti) =
m − 2

ti+m−1 − ti
(14)
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where ti the first time stamp of the series of m photons used to compute the rate [29]. A burst
is identified if the count rate in that window is greater than a specified threshold rate. Typical
values of m = 5 − 15 photons are used. Note that m also sets the minimum burst size.

Two methods can be used to specify the threshold rate:

• a constant threshold can be set,

• an adaptative moving threshold can be used.

Using an adaptive threshold seamlessly takes account of possible background variations over
time if the threshold is defined as proportional (factor F) to the local background rate. Typical
values F = 5−10 are generally appropriate and set the minimal signal-to-background rate (SBR)
as (F − 1) [85]. A comparison of the choice of background threshold is presented in Ref. [29].

Typical burst searches are:

• “all photon burst search” (APBS): the burst search is performed the sum of all photon
streams [60, 84, 57].

• “dual-channel burst search” (DCBS): two separate donor-only and acceptor-only burst
searches are performed, and only bursts detected in both searches (and then, only their
common parts) are retained [60].

The DCBS is useful for rejecting donor-only and acceptor-only species. In addition, by
rejecting non-overlapping portions of D- and A-only bursts, the DCBS helps reducing the
influence of photophysical effects such as blinking.

Other burst searches may also be implemented. For example, the donor/acceptor emission
burst search, DemBS or AemBS , selects all photons received in the donor or acceptor channel
respectively, regardless of the laser alternation cycle. Similarly, the donor/acceptor excitation
burst search, DexBS or AexBS , selects all photons received in the either channel during the D or
A laser excitation period.

Both FRETBursts and ALiX allow burst searches to be implemented on arbitrary logical com-
binations of photon streams.

While many options are available, it is often useful to begin an analysis using the APBS fol-
lowed by burst selection (discussed in the next section). In this work, burst searches performed
for multispot data were done independently for each spot, using a constant burst selection thresh-
old on all photons (APBS), followed by further selections. A thorough evaluation of the effect of
various burst searches on burst statistics is presented in Ref. [29].

C.4 Fusing bursts

During analysis of freely diffusing molecules, it can be useful to ”fuse” bursts separated by less
than a specified minimum time, which typically correspond to the same molecule successively
getting in and out of the excitation/detection volume. Fusing bursts results in bursts with more
photons and, in general, better statistics, but assumes that no changes occur to the molecule in
between crossing. This of course is not always the case [86].

However, to long a minimum burst interval for fusing bursts, will increase noise due to addi-
tional background variance.
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C.5 Burst selection

A burst selection generally needs to follow the burst search, as it typically returns a large
number of very small bursts contributing a large relative variance to any final burst statistics.
Typically, a burst size selection is used that rejects bursts whose total size (F, defined above, Eq.
8) falls below a set threshold (e.g. F > Fmin = 30 photons).

In case different species are present in solution, selection needs to be performed after the initial
burst search and all possible corrections are applied, in order to minimize bias in the selection
process.

Other selections can be performed for specific purposes. For instance, in PAX, an additional
burst selection based on the DAexAem photon stream can be used in order to keep only FRET
species. Computational details for the FRET burst searches and subsequent burst selections can
be found in the 48-spot-smFRET-PAX-analysis repository (link) [30].

C.6 FRET efficiency (E) and stoichiometry ratio (S )

The ratiometric definition of FRET efficiency depends on the technique used (or more pre-
cisely, on the available photon streams) and can be quite difficult to properly calculate. However,
in most cases, an approximate value neglecting corrections for quantum yield, detection efficien-
cies, absorption cross-section, etc., the so-called proximity ratio, is sufficient for distinguishing
between sub-species and quantifying changes. For the sake of concision, we will limit ourselves
to that latter definition. Exact definitions can be found in ref. [38] in the case of μsALEX, and in
ref. [30] in the case of PAX.

Using background corrected burst sizes, F, the proximity ratio, EPR can be expressed as:

EPR =
FDexAem

FDexAem + FDexDem

=
FDexAem

FD
(15)

Where FD is the total background corrected fluorescence during donor excitation. The values of
EPR range nominally from 0 to 1, where 0 indicates no FRET and 1 indicates 100% FRET, but
because of imperfect background corrections, smaller and larger values are also possible.

Similarly, a fully corrected stoichiometry ratio, S γβ, can be defined in both μsALEXand
PAX [38, 30], but the simpler uncorrected stoichiometry ratio, S , can be computed using only
background-corrected burst sizes:

S =
FDexDem + FDexAem

FDexDem + FDexAem + FAexAem

=
FD

FD + FAexAem

(16)

for μsALEX and:

S =
FD

FD + FDAexAem −
ωA
ωD

FDexAem

(17)

for PAX.
The stoichiometry ratio is used to separate donor-only species (i.e. singly-labeled molecules or

doubly-labeled molecules with an inactive acceptor dye) and ranges nominally from 0 to 1, where
S = 0 indicates acceptor-only species and S = 1 indicates donor-only species. Doubly-labeled
molecules with active dyes, i.e. FRET species, are generally characterized by S ∼ 1/2.
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Note that the so-called unmodified stoichiometry ratio S u can be also used in PAX measure-
ments:

S u =
FD

FD + FDAexAem

(18)

The benefit of S u over S is results in a lower variance for small bursts, and thus can provide better
separation between sub-populations. However S u depends on the FRET efficiency, namely S u

decreases with increasing E, which could potentially impair sub-populations separation for low
FRET efficiency species.

C.7 E-S, E and S Histograms
The 2-dimensional E − S histogram (or rather EPR − S in the context of this discussion) al-

lows separation of burst sub-populations according to their stoichiometry (S), and when relevant
(doubly-labeled molecules) their proximity ratio (loosely speaking, according to their FRET ef-
ficiency or inter-dye distance).

1-dimensional projections along the E or S direction, after selection of sub-populations of
bursts, can be used to better visualize or quantify the distributions of E and/or S .

Quantitative analysis of these histograms is still a matter of debate, as burst search parame-
ters affect these histograms in a complex manner. The most rigorous approach is one that uses
information of each individual burst to compare observed and predicted histograms based on
advanced modeling of the different experimental effects at play in the measurement (shot noise
analysis [60, 29] or photon distribution analysis [87]). For a mere estimation of respective sub-
populations and characteristic EPR or S values for individual populations, fitting with an ad-hoc
model qualitatively describing the observed histograms is appropriate.

Here, we use the following model of two asymmetric Gaussian distributions connected by a
”bridge” corresponding to a sub-population of bursts due to coincident molecule detection, or
bleaching/blinking events during transit:

f (x) = A1g1(x) + A2g2(x) + (a + bx)h(x)

gi(x) = exp
(
−

(x−xi)2

2σ2
i

)
, i = 1, 2

σi =

σ−i if x < xi,

σ+
i if x ≥ xi

h(x) =

(1 − g1(x)) (1 − g1(x)) if x1 < x < x2,

0 otherwise

(19)

The integrals under each asymmetric Gaussian peak (Ii) provide a good approximation of the
number of bursts in each sub-population (without the bridging bursts included):

Ii =
√
π/2 Ai

(
σ−i + σ+

i
)
/δx (20)

where δx is the histogram bin width.

C.8 Correction factors
Accurate smFRET analysis requires the introduction of several correction factors l, d, α, β,

and γ, using standard notations [38]. As mentioned previously, we will only discuss the first two
for concision.
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C.8.1 Donor leakage factor, l
The donor leakage factor, l, is defined via the relation:

Lk = lFAem
Dex

(21)

and can be expressed theoretically [38] in terms of IDex , the excitation intensity during the donor
excitation period, σD

Dex
, the absorption cross-section at the donor excitation laser wavelength, φD,

the quantum yield of the donor fluorophore, and ηDem
Aem

, the donor emission detection efficiency in
the acceptor channel.

The l correction factor is obtained experimentally from a donor-only (DO) histogram, by im-
posing that it is centered about 0 after correction. l can be calculated from a donor-only sample
whose proximity ratio before correction is centered around EPRDO , as:

l =
EPRDO

1 − EPRDO

(22)

C.8.2 Direct acceptor excitation factor, d
The direct acceptor excitation correction factor, d is defined via the relation:

Dir = dFAem
Aex

(23)

where IDex indicates the excitation intensity during the donor excitation cycle, σA
Dex

is the ab-
sorption cross-section of the acceptor dye under donor excitation, φA is the quantum yield of the
acceptor fluorophore, and ηAem

Aem
is the detection efficiency of acceptor emission in the acceptor

channel.
d can be computed experimentally by imposing that the S histogram of an acceptor-only (AO)

sample, be centered around 0 after correction. If S AO is the position of that histogram before
correction:

d =
S AO

1 − S AO
(24)

where S AO is the background corrected stoichiometry ratio (not corrected for Lk and Dir).

C.8.3 Other correction factors
As mentioned previously, other correction factors need to be introduced to compute accurate

FRET efficiencies of stoichiometry ratios. Like l and d they in principle depend on the spot
considered, and indeed, some, such as the γ factor, equal to the product of the A to D ratio of
quantum yields and detection efficiencies, can be expected to be even more spot-dependent than
l and d, due to differences of setup alignment in separate regions of field of view.

However, provided that alignment is carefully done, we found out experimentally that spot-
specific correction factor determination and inclusion does not significantly improve the separa-
tion of FRET subspecies [30].

C.9 Burst statistics

Burst analysis can be used to quantify E and S , as well as other quantities related to concen-
tration, diffusivity, brightness, etc. The following subsections will describe the statistics used in
this article.

38

.CC-BY 4.0 International licenseIt is made available under a 
(which was not peer-reviewed) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity.

The copyright holder for this preprint. http://dx.doi.org/10.1101/651869doi: bioRxiv preprint first posted online May. 27, 2019; 

http://dx.doi.org/10.1101/651869
http://creativecommons.org/licenses/by/4.0/


1

10
20

1

10

1

10

50 10
0

20
0

1

10

10
0

20
0

10
0

20
0

10
0

20
0

10
0

20
0

10
0

20
0

10
0

20
0

10
0

20
0

10
0

20
0

10
0

20
0

10
0

20
0 50 10

0
20
0
25
0

Figure 14: Burst size histograms (all photons stream) for each spot in the HT-smFRET microfluidic experiment discussed
in Section 4.3.4. Analysis parameters: APBS, m = 10, rm ≥ 80 kHz, F ≥ 64. Spot 1 is at the top left, spot 12 at the
top right. Spot 13 and 14 are missing from this series, due to a malfunction of two SPADs in the donor SPAD array.
The better illumination of the center spots translates into larger burst statistics. Details of the analysis can be found
in ALiX Notebook, Flow, APBS, m= 10, Rmin = 80 kHz, Smin = 64.rtf and associated files in the Figshare
repository [76]).

C.9.1 Burst Size
Burst size has been previously discussed in the context of burst selection. It is a useful quantity

to histogram as it provides a quick preview of the data quality, small average burst sizes resulting
in larger variance in any derived quantity. In the case of multispot data acquisition, the raw output
of such an analysis is a series of similar (if not identical) size histograms, such as those shown in
Fig. 14.

When spot characteristics are similar, it is justified to pool these data into a single histogram,
as shown in Fig. 15, for comparison between dataset acquired in the same conditions, or to assess
the effect of different burst search parameters on the burst size distribution.

C.9.2 Burst Duration
Burst duration has already been discussed in the context of burst search. Like burst sizes, it

is an useful quantity to histogram for a quick overview of possible differences in spot sizes or
alignment. Indeed, since the same sample is observed in all spots, the only expected scaling in
case of similar spots, is a difference in the number of bursts (for instance if the excitation power
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Figure 15: Pooled burst size (all photons) histograms corresponding to the two datasets discussed in section 4.3.4. The
diffusion only (no flow or NF) dataset, recorded with lower excitation powers (by a factor ∼ 1.6), was analyzed with a
lower rate threshold (rm ≥ 50 kHz) for burst search and a lower burst size threshold (F ≥ 40, black) for burst selection,
than the dataset recorded with flow (F, red), for which rm ≥ 80 kHz = 50 × 1.6, F ≥ 64 = 40 × 1.6, in order to obtain
comparable number of bursts for analysis. For comparison, burst size distributions obtained when using the larger rate
threshold for the no flow sample (rm ≥ 80 kHz, NF, gray), or the lower burst size threshold for the sample with flow
(F ≥ 40, F, orange) are represented as dashed curves. The red curve corresponds to the sum of all histograms in Figure
14. The higher excitation powers used in the flow measurement more than compensate for the shorter transit time of
molecules and more stringent burst search and selection criteria, as can be seen from the larger number and larger sizes
of the collected bursts. Details of the analysis can be found in the different notebooks: ALiX Notebook, XX, APBS,

m = 10, Rmin = YY kHz, Smin = ZZ.rtf where XX = Flow or No Flow, YY = 50 or 80, ZZ = 40 or 64, and
associated files in the Figshare repository [76]).

is not uniform throughout the pattern). The overall shape of the duration histograms should in
this case be identical, provided the proper burst search (constant threshold) is performed [29]. If
burst duration histograms are dissimilar, sources of non-uniformities need to be investigated.

The burst duration distribution (and burst separation distribution) is however a complex func-
tion for which no analytical model currently exists. As discussed previously [29], a convenient
representation of these complex distributions is a modified semilog histogram introduced by Sig-
worth & Sine [88] to study sums of exponentials, which has the advantage of allowing to easily
identify the relevant time scale. In this ”S&S” representation, data is binned logarithmically
without normalization to account for the bins’ variable widths, and the square root of each bin
content is displayed.

An example of burst duration histograms obtained in the microfluidic HT-smFRET measure-
ment discussed in section 4.3.4 is shown in Fig. 16.

As for burst sizes, if the spot parameters differ little, it is justified to pool these data into a
single histogram, as done in Fig. 17 for comparison with data taken in the same conditions.

C.9.3 Peak Burst Count Rate
Due to diffusion of single molecules in the confocal excitation volume, burst quantities such as

those discussed above are defined by probability densities which can sometimes be theoretically
modeled [83], and in the most favorable cases, are asymptotically exponential. However, the
choice of burst search parameters (photon stream, m, fixed or adaptive threshold, burst fusion,
etc.), can affect the observed burst statistics. For example, applying a higher threshold to a
burst that begins and ends with low count rates will result in a truncated burst that begins and
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Figure 16: Burst duration histograms (unit: s) for each spot in the smFRET in flow experiment discussed in Section 4.3.4.
Analysis parameters: APBS, m = 10, rm ≥ 80 kHz, F ≥ 64. Spot 1 is at the top left, spot 12 at the top right.
Spot 13 and 14 are missing from this series, due to a malfunction of two SPADs in the donor SPAD array. The better
illumination of the center spots translates into larger burst statistics. Details of the analysis can be found in the notebook
ALiX Notebook, Flow, APBS, m = 10, Rmin = 80 kHz, Smin = 64.rtf and associated files in the Figshare
repository [76]).
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Figure 17: Pooled burst duration S & S histograms corresponding to the two datasets discussed in section 4.3.4. The
diffusion only (no flow or NF) dataset, recorded with lower excitation powers (by a factor ∼ 1.6), was analyzed with a
lower rate threshold (rm ≥ 50 kHz) for burst search and a lower burst size threshold (F ≥ 40, black) for burst selection,
than the dataset recorded with flow (F, red), for which rm ≥ 80 kHz = 50 × 1.6, F ≥ 64 = 40 × 1.6, in order to obtain
comparable number of bursts for analysis. For comparison, burst durations obtained when using the larger rate threshold
for the no flow sample (rm ≥ 80 kHz, NF, gray), or the lower burst size threshold for the sample with flow (F ≥ 40, F,
orange) are represented as well. The red curve corresponds to the sum of all histograms in Figure 16. The different burst
search and selection criteria for each experiment result in different burst duration distributions, illustrating the challenges
associated with this type of analysis. Details of the analysis can be found in the different notebooks: ALiX Notebook,

XX, APBS, m = 10, Rmin = YY kHz, Smin = ZZ.rtf where XX = Flow or No Flow, YY = 50 or 80, ZZ = 40 or
64, and associated files in the Figshare repository [76]).

ends earlier (the burst duration is decreased) and therefore has fewer photons (the burst size is
reduced).

On the other hand, the peak count rate in a burst (maximum rate of photon detection defined
using a particular number of photons) is usually obtained inside the burst (rather than at its edges)
and therefore should not be affected by burst truncation.

Therefore, while quantities such as the burst size are related to precise trajectory of the
molecule through the excitation PSF, the peak count rate reports only on how close to the spot
excitation peak the trajectory brought the molecule. Histogramming this quantity for all bursts
will thus report more directly on each spot’s peak excitation intensity, an important information
in the comparison between spots in a multispot setup.

The definition of the peak count rate adopted in the Supporting Information of ref. [29] is:

rY
Xmax

= max(rm(ti)) (25)

where the ti’s are timestamps within a burst and rm(ti) is defined by Eqn. 14.
The definition presented in Eqn. 25 does not account for laser alternation or which excitation

cycle a timestamp arises from. To account for alternation, the peak count rate must be modified:

r′YXmax
= max

m − 2

∆t(m)
j

− (p − 1)g

 (26)

where the first and last timestamps of a burst are denoted as t j and t j+m−1. g is the minimum time
between two donor excitation cycles, and p is the number of alternation periods separating the
burst.
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Figure 18: Burst peak count rate histograms during the D-excitation period and in the donor channel for each spot in
the microfludic HT-smFRET experiment discussed in Section 4.3.4. Analysis parameters: APBS, m = 10, rm ≥ 80 kHz,
F ≥ 64. Spot 1 is at the top left, spot 12 at the top right. Spot 13 and 14 are missing from this series, due to a malfunction
of two SPADs in the donor SPAD array. The better illumination of the center spots translates into larger number of bursts,
but also larger peak burst rates. Details of the analysis can be found in the notebook ALiX Notebook, Flow, APBS,

m = 10, Rmin = 80 kHz, Smin = 64.rtf and associated files in the Figshare repository [76]).

As for the other statistics, the raw output of the analysis of a multispot dataset is a series of
burst peak count rate histograms such as show in Fig. 18.

Some border spots clearly exhibit less and dimmer bursts, as could be expected from a close
inspection of the spot intensity pattern shown in Fig. 12. Nevertheless, for a comparison of
different experiments, pooling the burst peak count rates of all spots to form a single histogram
is helpful, as done in Fig. 19.

C.10 Fluorescence Correlation Analysis

Fluorescence correlation analysis (or spectroscopy, FCS) can be performed on single or mul-
tispot setups in order to characterize excitation/detection volumes sampled by the donor and
acceptor, diffusion coefficients, brightness, and, provided enough statistics is available, short
time-scale dynamics [46].

In the case of multispot experiments, FCS analysis is particularly helpful to detect otherwise
difficult to quantify differences in spot characteristics, as the respective diffusion time through the
excitation/detection volume, τD, one of the simplest information to extract from such an analysis,
will readily indicates differences between spots.

In past works, we have performed comparisons of single and multispot setups using FCS anal-
ysis [27, 29, 30]. Analysis may be performed on the same dye (autocorrelation function, ACF)
or on two different dyes (cross-correlation function, CCF). This analysis has proven complemen-
tary to burst duration and brightness analysis, described in previous sections, to uncover subtle
differences in effective excitation/detection volumes or peak excitation intensities [29].
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Figure 19: Pooled burst peak count rate histograms during the D-excitation period and in the donor channel corre-
sponding to the two datasets discussed in section 4.3.4. The diffusion only (no flow or NF) dataset, recorded with lower
excitation powers (by a factor ∼ 1.6), was analyzed with a lower rate threshold (rm ≥ 50 kHz) for burst search and a
lower burst size threshold (F ≥ 40, black) for burst selection, than the dataset recorded with flow (F, red), for which
rm ≥ 80 kHz = 50×1.6, F ≥ 64 = 40×1.6, in order to obtain comparable number of bursts for analysis. For comparison,
burst size distributions obtained when using the larger rate threshold for the no flow sample (rm ≥ 80 kHz, NF, gray), or
the lower burst size threshold for the sample with flow (F ≥ 40, F, orange) are represented as dashed curves. The red
curve corresponds to the sum of all histograms in Figure 18. As argued in the text, the asymptotic part of the burst peak
count rate distribution is insensitive to the exact burst search and selection parameters used in the analysis, as is clear
from the overlap of the exponential tails of the two no flow (NF, black and gray) and the two flow (F, red and orange)
curves. The ratio of the two exponential coefficients (F: 216 kHz and NF: 116 kHz, F/NF = 1.9) is approximately equal
to the ratio of the donor laser excitation powers used in the two measurements (500/300 = 1.7), as expected. Details
of the analysis can be found in the different notebooks: ALiX Notebook, XX, APBS, m = 10, Rmin = YY kHz,

Smin = ZZ.rtf where XX = Flow or No Flow, YY = 50 or 80, ZZ = 40 or 64, and associated files in the Figshare
repository [76]).
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However, quantitative FCS analysis suffers from many experimental artifacts and requires
simplifying assumptions which are not always verified [89, 90]. In particular, current SPAD
arrays suffer from measurable afterpulsing and additional effects at short time scales (¡ µs) which
complicates the use of ACF as a routine tool.

CCF analysis on the other hand, eliminates most of these problems. In smFRET with two
detection channels, it is limited to the correlation of donor and acceptor signals within a spot, but
no such limitation exist when considering separate spots.

In diffusion-only experiments, cross-correlating the signals of different spots does not provide
much information (except for a measure of the optical crosstalk between pixels, if that analysis
is performed within a single detection channel [29, 54]), because the distance between spots
(∼ 5 µm) is too large to extract any diffusion coefficient information.

However, as illustrated in Section 4.3.3, CCF analysis between SPADs from a single detection
channel can be used to extract flow velocity (and direction, if needed be [74]). In particular, as for
other multispot statistics, the average CCF of all spots can be analyzed for increased statistical
accuracy, as done in Fig. 10.

Future multispot setups may involve two SPAD arrays per channel, allowing CCF analysis
within single spots and channels, providing access to short timescale dynamics. When taking
proper account of differences between spots, averaging of CCF curves from multiple spots could
considerably decrease the time necessary to accumulate enough statistics for short time scale
dynamics studies [91].
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