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Quantitative relationship between aseismic slip propagation speed and frictional properties

Abstract
Recent observations show evidence of propagation of postseismic slip, which may contain information about the mechanical properties of faults. Here, we develop a new analytical relationship between the propagation speed of aseismic slip transients and fault frictional properties, modeled by a rate- and state-dependent friction law. The relationship explains the propagation speed of afterslip in 3-D numerical simulations to first order. Based on this relationship, we identify systematic dependencies of afterslip propagation speed on effective normal stress $\sigma$ and frictional properties (the coefficients $a$ and $a-b$ which quantify the instantaneous and the steady-state velocity-dependence of friction, respectively, and the characteristic slip distance $L$ of fault state evolution). Lower values of the parameter $A=aa\sigma$ cause faster propagation in areas where the passage of the postseismic slip front induces large shear stress changes $\Delta\tau$ compared to $A$, which are typically located near the mainshock rupture. In areas where $\Delta\tau/A$ is small, typically more distant from the mainshock, afterslip propagation speed is more sensitive to $(a-b)\sigma$. The propagation speed is proportional to initial slip velocity and, under the condition that loading span is significantly shorter than the passage of postseismic slip, inversely proportional to $L$. The relationship developed here should be useful to constrain the frictional properties of faults based on observed propagation speeds, independently of rock laboratory experiments, which can then be used in predictive numerical simulations of aseismic slip phenomena.
1 Introduction

Thanks to the development of computational capabilities, numerical simulations of earthquake cycles based on rate- and state-dependent friction laws (RSF laws) (Dieterich, 1979; Ruina, 1983) are now a useful tool to understand complexities of fault slip. In particular, such models are useful to study the development of afterslip and its effect on driving aftershock sequences and triggering earthquakes (e.g., Kato, 2008; Ariyoshi et al., 2007a, 2015; Hyodo et al., 2016; Nakata et al., 2016). Relationships between aftershock seismicity rate and afterslip have been proposed in the framework of RSF models (e.g., Perfettini and Avouac, 2004, 2007). Lui and Lapusta (2016) demonstrate that in RSF models the shear stress increase due to postseismic slip affects the time advance of a triggered earthquake more strongly than the static stress increase caused by coseismic slip. To explain the space and time lag of triggered earthquakes, as observed for the 2003 off Tokachi – 2004 off Kushiro earthquakes (Murakami et al., 2006), the 1999 Izmit - Düzce earthquakes (Hussain et al., 2016; Hearn et al., 2002), and the 2004 Sumatra-Andaman – 2005 Nias earthquakes (Konca et al., 2008), it is important to know the propagation speed of postseismic slip that encourages their occurrence. However, such computational studies require many trial simulations (e.g., Kato, 2008; Dublanchet et al., 2013; Kaneko et al., 2013; Nakata et al., 2016) because a well-established relationship between frictional properties and afterslip propagation speed is lacking. In addition, earthquake triggering may be affected by changes of effective normal stress \( \sigma \) due to thermal pressurization and by their influence on stress drop (Lui and Lapusta, 2018), thus it is also necessary to understand the relationship between effective normal stress and afterslip propagation.

Previous numerical simulation studies have investigated the relationship between frictional properties and postseismic slip propagation, but have reached apparently discrepant conclusions. In RSF models, postseismic slip can be produced on the fault areas surrounding the mainshock rupture if they are frictionally stable, i.e. if their frictional parameter \( a-b \), which quantifies the logarithmic-velocity-dependence of steady-state friction, is positive (Marone et al., 1991; Boatwright and Cocco, 1996). Kato (2004, 2007) concludes that the propagation speed decreases with distance from the mainshock rupture and with increasing values of \( (a-b)\sigma \). This result is useful to estimate the value of \( (a-b) \) assuming a value of \( \sigma \) (Dublanchet et al., 2013). On the other hand, Ariyoshi et al. (2007b) show that for a given value of \( (a-b) \) the postseismic slip propagation speed depends separately on \( a \) and \( b \), two parameters that quantify...
the instantaneous velocity-dependence and the state-dependence of friction, respectively (see also Figure 3 in section 2.2).

Previous theoretical analysis has provided important insight into the problem of aseismic slip migration speed in RSF models. Shibazaki and Shimamoto (2007) found that afterslip propagation speed is proportional to the maximum slip velocity reached near the propagating front. Ampuero and Rubin (2008) introduced the relationship between propagation speed, maximum slip velocity and frictional properties in the context of RSF. These relationships are useful to infer frictional properties when both slip velocity and propagation speed have been observed, but do not allow a prediction of afterslip speed based only on friction parameters.

In this study, to advance our capabilities to infer fault properties from afterslip observations and to design realistic aseismic slip models, we develop a theoretical relationship between the postseismic slip propagation speed and frictional parameters of the RSF law, with approximations derived from results of earthquake cycle simulations. We also discuss the validity of the approximations, and use our new theoretical insight to interpret the results of previous numerical studies.

2 Model and numerical simulation method

To exclude complicating factors and isolate the effects of the frictional parameters of the RSF law on the postseismic slip propagation process, we adopt the simplified 3-D subduction plate boundary model of Ariyoshi et al. (2007b), which assumes homogeneous frictional properties in the region of postseismic slip. In this section, we review the simulation method, which is basically the same as in previous 3-D models (Hirose and Hirahara, 2002, 2004; Ariyoshi et al., 2007a) based on the quasi-dynamic approximation (Rice, 1993).

2.1 3-D plate boundary model

Our model involves a planar plate interface in a homogeneous elastic half-space, dipping 20 degrees from the free surface. The region of interest on the fault, in which a friction law is enforced, is divided into a grid of non-overlapping sub-faults (Figure 1). For simplicity, slip is limited to pure thrust slip. Outside this region the fault is assumed to slip at steady velocity $V_{pl}$ given by the long-term plate convergence slip rate. In the quasi-dynamic approximation (Rice, 1993) the relation between along-dip shear stress $\tau_i$ at the center of the
The $i$-th sub-fault at time $t$ and slip $u_j$ at the center of all sub-faults (all symbols used are listed in Table 1) is

$$\tau_i = \sum_{j=1}^{N} K_{ij} \{u_j(t) - V_{pl} t\} - \frac{G}{2\beta} \frac{du_i}{dt},$$

(1)

where $N$ is the total number of sub-faults and $K_{ij}$ is a matrix of static stress transfer coefficients given by static dislocation theory (Okada, 1992) relating shear stress at the $i$-th sub-fault to the slip deficit at the $j$-th sub-fault relative to the convergence slip rate $V_{pl}$ (Savage, 1983). The last term in Eq. (1) is introduced to incorporate radiation damping (Rice, 1993). $G$ is rigidity, and $\beta$ is the S wave speed.

**Table 1. Symbols in Order of Appearance**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value or Dimension</th>
<th>First Appearance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>Index of focused (receiver) sub-fault</td>
<td>N.D.</td>
<td>(1)</td>
</tr>
<tr>
<td>$j$</td>
<td>Index of source (dislocation) sub-fault driving shear stress</td>
<td>N.D.</td>
<td>(1)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Shear stress loaded by dislocation</td>
<td>Pa</td>
<td>(1)</td>
</tr>
<tr>
<td>$K_{ij}$</td>
<td>Green’s function for static dislocation ($i$: receiver, $j$: source)</td>
<td>Pa/m</td>
<td>(1)</td>
</tr>
<tr>
<td>$u$</td>
<td>Amount of pure dip slip, uniform over a sub-fault</td>
<td>m</td>
<td>(1)</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>sec</td>
<td>(1)</td>
</tr>
<tr>
<td>$V_{pl}$</td>
<td>Averaged plate convergence rate</td>
<td>$1.3 \times 10^{-9}$ m/sec</td>
<td>(1)</td>
</tr>
<tr>
<td>$G$</td>
<td>Rigidity</td>
<td>30 GPa</td>
<td>(1)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Shear wave speed</td>
<td>3.75 km/sec</td>
<td>(1)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Friction coefficient</td>
<td>N.D.</td>
<td>(2)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Effective normal stress</td>
<td>Pa</td>
<td>(2)</td>
</tr>
<tr>
<td>$\rho_r$</td>
<td>Density of rock</td>
<td>$2.75 \times 10^3$ kg/m</td>
<td>(3)</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>Density of water</td>
<td>$1.0 \times 10^3$ kg/m</td>
<td>(3)</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravity acceleration</td>
<td>$9.8$ m/sec$^2$</td>
<td>(3)</td>
</tr>
<tr>
<td>$z$</td>
<td>Depth from free surface</td>
<td>m</td>
<td>(3)</td>
</tr>
<tr>
<td>$a$</td>
<td>Frictional parameter for the direct effect of RSF</td>
<td>N.D.</td>
<td>(4)</td>
</tr>
<tr>
<td>$b$</td>
<td>Frictional parameter for the evolution effect of RSF</td>
<td>N.D.</td>
<td>(4)</td>
</tr>
<tr>
<td>$L$</td>
<td>Characteristic slip distance of RSF</td>
<td>m</td>
<td>(4)</td>
</tr>
<tr>
<td>$\theta$</td>
<td>State variable of RSF</td>
<td>sec</td>
<td>(4)</td>
</tr>
<tr>
<td>$V_0$</td>
<td>Reference slip velocity</td>
<td>$1$ $\mu$m/s</td>
<td>(4)</td>
</tr>
</tbody>
</table>
\( \mu_0 \) Reference frictional coefficient at \( V = V_0 \) 0.6 (4)  
\( \nu \) Poisson’s ratio 0.25 Section 2.1  
\( \Delta X \) Grid size in the test simulation m Section 2.1  
\( \Delta s \) Release zone size m Figure 5a  
\( \eta \) Geometrical factor N.D. (6)  
\( V_{\text{slip}}^{\text{max}} \) Maximum value of slip velocity (V) m/sec (7)  
\( V_{\text{prop}} \) Propagation speed of aseismic slip m/sec (7)  
\( \Delta \tau_b \) Breakdown stress drop Pa (7)  
\( C \) Constant value relating between \( V_{\text{slip}}^{\text{max}} \) and \( V_{\text{prop}} \) N.D. (7)  
\( \Delta \tau \) Stress drop amount from the peak value as shown in Figure 5c Pa Section 2.3  
\( V_{\text{prop}}^{\text{sim}} \) Propagation speed of postseismic slip in the test simulation m/sec (7)  
\( \Delta T_i \) Delay time at \( i \)-th point for postseismic slip passage sec Figure 5d  
\( T \) Total delay time along the propagation path sec Section 3.1  
\( k \) Spring stiffness of background loading on a slider in Figure 5b Pa/m (9)  
\( x \) Displacement of a slider in Figure 5b m (9)  
\( V_b \) Background loading velocity due to the plate motion m/sec (9)  
\( f \) Time history of normalized triggering displacement N.D. (9)  
\( \theta_{\text{init}} \) Initial condition of state variable sec (14)  
\( \gamma \) Instability factor (\( \gamma < 0 \); not trigger postseismic slip) m\(^{-1}\) (16)  
\( V_{\text{fact}} \) Amplitude factor for an exponential function m/sec (17)  
\( \mu_{\text{init}} \) Initial condition of frictional coefficient N.D. (17)  
\( V_{\text{slip}}^{\text{init}} \) Initial slip velocity (V) at the Surge Period in Figure 5c m/sec (20)  
\( \Delta \tau_0 \) Shear stress increase in the Approach period Pa (23)  
\( R, R' \) Loading rate of friction coefficient in Figure 5d \( \text{l/sec} \) (24)  
\( \alpha \) Ratio of \( R \) to \( R' \) N.D. (24)  
\( F_{\text{ramp}} \) Loading term in case of ramp function N.D. (27)  
\( F_{\text{step}} \) Loading term in case of step function N.D. (35)  
\( V_{\text{step}}^{\text{approx}} \) Applied approximation of \( (V_{\text{slip}}^{\text{init}} \sim V_{\text{slip}}) \) to \( V_{\text{prop}}^{\text{step}} \) m/sec (42)  
\( V_{\text{step}}^{\text{rough}} \) Applied approximation of \( (\gamma \approx b/d_c) \) to \( V_{\text{step}}^{\text{approx}} \) m/sec (43)  
\( V_{\text{linear}}^{\text{rough}} \) Applied approximation of \( (\gamma \approx b/d_c) \) to \( V_{\text{prop}}^{\text{approx}} \) m/sec (44)  
\( V_{\text{step}}^{\text{simple}} \) Approximation without \( \Delta s \) from the result of Figure 16 m/sec (45)  
\( V_{\text{const}} \) Constant propagation speed (0.1-10 km/month in our model) m/sec (45)  

Note. N.D. means Non Dimensional.
In RSF the shear stress is always equal to the frictional strength:
\[ \tau = \mu \sigma, \]  
(2)
where \( \mu \) is the friction coefficient and \( \sigma \) the effective normal stress. Assuming hydrostatic fluid pressure, \( \sigma \) is given by
\[ \sigma_{zz}(z) = (\rho_r - \rho_w)gz, \]  
(3)
where \( \rho_r \) and \( \rho_w \) are the densities of rock and water, respectively, \( g \) is gravitational acceleration and \( z \) is depth and, given the shallow dip angle of the megathrust, we neglect the contribution of the horizontal component \( \sigma_{yy} \). The friction coefficient is assumed to follow the RSF law (Dieterich, 1979; Ruina, 1983):
\[ \mu = \mu_0 + a \log(V/V_0) + b \log(V_0\theta/L), \]  
(4)
where \( V \) is the slip velocity, \( \theta \) is a state variable, \( \mu_0 \) is a reference friction coefficient at constant reference slip velocity \( V_0 \), \( a \) and \( b \) are friction parameters quantifying the importance of direct and evolution effects, respectively. To avoid computational instability at low slip velocity close to \( V=0 \) in Eq. (4), we set \( V_0=1 \mu m/s \), a value comparable to postseismic slip velocity. The state variable is assumed to obey the aging (slowness) version of the state evolution equation (Ruina, 1983; Beeler et al. 1994):
\[ \frac{d\theta}{dt} = 1 - V\theta/L, \]  
(5)
where \( L \) is a characteristic slip distance of state evolution. Multiple state evolution laws have been proposed and their adequacy is still an active topic of research (e.g. Bhattacharya and Rubin, 2014). Our choice of Eq. (5) is primarily driven by its mathematical tractability in the derivation of analytical relationships that can provide useful insight into the problem. In particular, we do not account for possible stress-weakening effects (Nagata et al., 2012).
Figure 1. A numerical model of earthquake cycles on a subduction plate boundary dipping at 20 degrees (after Ariyoshi et al. (2007b)). The values of frictional parameters \((a, b, L)\) are (0.002, 0.00272, 4 cm) for the asperity region (AS) and (0.005, 0.0001, 4 cm) for the strongly stable region (SS) and variable parameters as listed in Table 2 for the mildly stable region (MS). The coordinates \((X, W)\) of the six segments are: (i): (0, 10) — (0, 20), (ii): (0, 20) — (0, 40), (iii): (40, 80) — (60, 80), (iv): (60, 80) — (80, 80), (v): (0, 120) — (0, 140), (vi): (0, 140) — (0, 160).

We solve the equations above using the Runge-Kutta method with adaptive step size control (Press, et al., 1992). The parameter values common to all the models presented here are listed in Table 1.

Since our aim is to focus on the postseismic slip process associated with a large earthquake, our fault model comprises three regions as shown in Figure 1: the asperity region (AS), the surrounding mildly stable region (MS), and the more distant strongly stable region (SS). In our reference model, \(a=0.002\) and \(b=0.00272\) in region AS, such that it is velocity-weakening \((a-b<0)\) to allow for the nucleation of large earthquakes. The MS and SS regions are velocity-strengthening \((a-b>0)\). In MS, \(a=0.002\) and \(b=0.0019\) such that \(a\sim b\).
which promotes postseismic slip over an extended area. In SS, $a=0.005$ and $b=0.0001$ such that $a>>b$, which keeps the slip velocity close to steady at the outskirts of the model domain, smoothly transitioning to the constant slip velocity ($V_p$) assumed outside. The characteristic slip distance is $L=40$ mm in all the regions in the reference model.

The computational grid size ($\Delta_X$, the size of a sub-fault) is 2.5 km in SS, 1.25 km in MS, and 0.67 km in AS. The scale of $\Delta_X$ in AS is five times smaller than the traditional process zone size of Rice (1993) $h^* = \eta GL / \sigma (b-a)$, where $\eta$ is a geometrical factor, and at least 1.3 times smaller than the revised theoretical size of the process zone ($L_b$), the small zone of frictional weakening in the vicinity of a slip front (Ampuero and Rubin, 2008; Perfettini and Ampuero, 2008):

$$L_b = \frac{\eta GL}{\sigma b} \quad (6)$$

2.2 Simulation results of postseismic slip propagation process

In order to guide our theoretical analysis, we carry a set of simulations varying some model parameters, as shown in Table 2, and examine the evolution of slip and stress. Frictional parameters in AS and SS for all of models in Table 2 are the same as the reference (Model A). All our models comprise only one asperity and produce events with perfectly periodic recurrence. The recurrence intervals and seismic moment magnitudes (listed in Table 2) are about 50 years and $M_w 7$, respectively, and depend on the frictional parameters of MS even if the frictional parameters of AS are fixed. The difference of simulation parameters between this study and Ariyoshi et al. (2007b) is that we modify Model I from $L' = L/20$ in Ariyoshi et al. (2007b) to $L' = L \times 2$ and that $\Delta_X$ in Ariyoshi et al. (2007b) for the outer part of MS is 2.5 km, to resolve better the length scale $L_b$ and thus avoid the possibility of mesh size dependency. The simulation results and conclusions presented in the following sections do not depend significantly on $\Delta_X$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Friction parameters in MS</th>
<th>$T_r$ (years)</th>
<th>$M_w$*</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (ref.)</td>
<td>$a=0.002, b=0.0019, L=4$cm</td>
<td>49.5</td>
<td>7.3</td>
</tr>
<tr>
<td>B</td>
<td>$\sigma'=467$MPa (constant)</td>
<td>48.4</td>
<td>7.3</td>
</tr>
<tr>
<td>C</td>
<td>$\sigma'=\sigma/2$</td>
<td>55.0</td>
<td>7.5</td>
</tr>
<tr>
<td>D</td>
<td>$b'=1.026b, (a-b')=(a-b)/2$</td>
<td>51.2</td>
<td>7.4</td>
</tr>
</tbody>
</table>
A schematic description of the postseismic propagation process emerges from inspection of the temporal evolution of shear stress and slip. Figure 2a shows time-series of slip (dashed lines) and friction coefficient (solid lines) at several locations between (X, W) = (0, 110) and (0, 120) over a period spanning an earthquake and its postseismic slip. The postseismic slip propagates outward from AS. Figures 2b to 2g show snapshots of slip velocity at times indicated by arrows in Figure 2a. From these results, the propagation process of postseismic slip induces at a given point in MS six evolutionary stages, as shown schematically in Figure 2h:

- **P-0**, Preseismic period: shear stress remains constant and friction remains at steady state far from the mainshock, where stress changes due to preseismic slip are negligible.
- **P-1**, Coseismic period: shear stress increases suddenly due to coseismic slip.
- **P-2**, Approach period: shear stress gradually increases as the postseismic slip front approaches.
- **P-3**, Surge period: the postseismic slip front is now close and induces a faster increase of shear stress.
- **P-4**, Release period: the shear stress reaches its peak and drops to its minimum value while slip accelerates prominently.
- **P-5**, Deceleration period: slip slows down progressively and shear stress converges to the level of P-1.

### Table 3. (See attached file)

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>a'=0.5a, b'=0.47b, (a-b)'=(a-b)</td>
<td>56.3</td>
<td>7.6</td>
</tr>
<tr>
<td>F</td>
<td>L'= L/2</td>
<td>51.3</td>
<td>7.4</td>
</tr>
<tr>
<td>G</td>
<td>σ'=σ/5</td>
<td>62.1</td>
<td>7.6</td>
</tr>
<tr>
<td>H</td>
<td>σ'=σ/10</td>
<td>66.1</td>
<td>7.7</td>
</tr>
<tr>
<td>I</td>
<td>L'= L×2</td>
<td>48.6</td>
<td>7.3</td>
</tr>
</tbody>
</table>
Figure 2. Postseismic slip in model A. This model produces characteristic Mw 7.3 events every 49.5 years. (a) Evolution of cumulative slip (dashed lines) and friction coefficient (solid lines) on the plate interface following a characteristic earthquake, at sub-faults situated every 1.25 km along the dip direction from W=110 (bottom) to W=120 km (top) at X=0 as shown by short green lines in (b-g). The gray band indicates the preseismic period. (b)-(g) Snapshots of slip velocity normalized by plate convergence rate ($V_p$). Dotted lines along X=60 and W=120 are for reference, to help appreciate the propagation of postseismic slip. The time of snapshots (b) to (e) is indicated by arrows at the top of (a). (h) Evolutionary stages for one of the sub-faults. The dark yellow curve shows the evolution of $Vθ/L$. The postseismic slip propagation process comprises six periods: [P-0] Preseismic, [P-1] Coseismic, [P-2] Approach, [P-3] Surge, [P-4] Release, and [P-5] Deceleration.

Our simulations illustrate how the frictional parameters $a$ and $b$ affect postseismic propagation speed. We define the onset time of postseismic slip at a given point of the fault
as the time when shear stress reaches its maximum, which approximately corresponds to the onset time of postseismic slip acceleration at the transition between stages P-3 and P-4. We define the range of postseismic slip propagation as the region where maximum slip velocity $V_{\text{slip max}}$ is greater than $2V_p$. Figure 3 shows the spatial distribution of postseismic slip onset time, relative to the earthquake origin time, for each of the models in Table 2. Comparison of Figures 3a and 3d shows that reducing by half the value of $(a-b)$ causes little difference in the propagation speed (the interval between contours is similar) but increases the range of postseismic slip. Comparison between Figures 3a and 3e shows that the propagation speed depends on the values of $a$ and $b$ separately, even if $(a-b)$ is held constant. Theoretical insight on these dependencies is developed in section 3. In the next section, we review the known relationship between propagation speed and maximum slip velocity.
Figure 3. Onset times of postseismic slip (in years after the mainshock) for the eight models listed in Table 2. The square denotes the asperity (AS) region. Contours in the regions where the sliding velocities never exceed twice $V_{pl}$ are not shown.
2.3 Relationship between propagation speed and maximum slip velocity

Following Perfettini and Ampuero (2008), we investigate the relationship between postseismic propagation speed ($V_{\text{prop}}$), maximum slip velocity ($V_{\text{slip}}^{\text{max}}$), shear stress drop in the Release period ($\Delta \tau$) and effective normal stress ($\sigma$). Shibazaki and Shimamoto (2007) applied a known theoretical relationship between rupture speed and peak slip velocity of dynamic ruptures (Ida, 1973; Ohnaka and Yamashita, 1989) to discuss properties of observed slow slip event propagation (e.g., Ozawa et al., 2002; Miyazaki et al., 2006). For very slow ruptures (much slower than seismic wave speeds), the relationship is

$$V_{\text{slip}}^{\text{max}} = \frac{\Delta \tau_b}{c} V_{\text{prop}}.$$  

(7)

where $\Delta \tau_b$ is the breakdown stress drop, defined as the difference between the peak and residual shear stresses near the propagating slip front, and $c$ is a coefficient of order 1.

We calculate the postseismic propagation speed in our simulations, $V_{\text{prop}}^{\text{sim}}$, between the endpoints of each segment in Figure 1 as the ratio between their distance and the difference of their postseismic onset times. The values of these quantities along the 6 fault segments indicated in Figure 1 are reported in Table 3. Figure 4 shows a log-log plot of $V_{\text{prop}}^{\text{sim}}$ as a function of $(G/\Delta \tau)V_{\text{slip}}^{\text{max}}$, based on values from our simulations results, where $\Delta \tau$ is the stress drop in the Release period and $V_{\text{slip}}^{\text{max}}$ is evaluated at the midpoint of each segment. We find that $V_{\text{prop}}^{\text{sim}}$ is roughly proportional to $(G/\Delta \tau)V_{\text{slip}}^{\text{max}} / V_{\text{pl}}$, consistently with Eq. (7).

Ampuero and Rubin (2008) introduced a specific version of Eq. (7) in the context of rate-and-state friction models, noting that $\Delta \tau_b = b \sigma \ln (V_{\text{slip}}^{\text{max}} \theta / L)$ where $\theta$ is the value of the state variable before the arrival of the postseismic front. After validating this relationship on rate-and-state afterslip simulations, Perfettini and Ampuero (2008) discussed its implications for postseismic slip. Roland and McGuire (2009) rewrite Eq. (7) by using an approximation by Rubin (2008) as

$$V_{\text{slip}}^{\text{max}} = \frac{b \sigma}{c} \ln (V_{\text{slip}}^{\text{max}} \theta / L) V_{\text{prop}} \sim \frac{b \sigma}{5G} V_{\text{prop}}.$$  

(8)

However, application of the relationships in Eqs. (7) and (8) to actual observations is limited because they only provide an estimate of $V_{\text{prop}}$ if $V_{\text{slip}}^{\text{max}}$ is known, but not a prediction of either $V_{\text{slip}}^{\text{max}}$ or $V_{\text{prop}}$ without direct observations. Obviously, a theory that would predict them based on rheological parameters would be more useful. In the next section, we describe
the postseismic slip propagation speed as a function of frictional and geometrical fault properties, instead of maximum slip velocity.

![Graph showing the relationship between maximum slip velocity and propagation speed](image)

**Figure 4.** Relationship between the maximum slip velocity \(V_{\text{slip}}^{\text{max}}\) and the propagation speed \(V_{\text{prop}}^{\text{sim}}\) of postseismic slip in the simulations compared to Eq. (7) from all models listed in Table 2. Each symbol represents a segment in Figure 1. We calculate \(V_{\text{prop}}^{\text{sim}}\) between endpoints of each segment and \(V_{\text{slip}}^{\text{max}}\) at the midpoint of each segment. Dashed lines indicate agreement between theory and simulation results within one order of magnitude (1/10 to 10 times).

### 3 Theoretical Analysis

#### 3.1 Conceptual postseismic slip propagation process

Figure 5 shows a schematic illustration of our concept. We define the Release Zone as the region where, at a given time, the coefficient is decaying from its peak to its residual value.
Figure 5a shows the spatial extent ($\Delta s$) of the Release Zone for the segments (i), (ii), (v) and (vi). What controls $\Delta s$ is discussed later, in sections 5.2 and 5.3. The propagation path of postseismic slip from the earthquake source (AS) to a receiver point (in MS) is divided into segments equal to $\Delta s$. With this choice, the onset of the Release period of a point corresponds approximately to the onset of the Surge period of the point at a distance of $\Delta s$ along the path, as shown in Figure 5b. Therefore, the arrival time $T$ of postseismic slip at a given point corresponds to the sum of the Surge period durations $\Delta T_i$ along the propagation path, $T = \Sigma(\Delta T_i)$. In the next section, we develop approximate equations for the delay time $\Delta T_i$ as a function of frictional parameters, effective normal stress and shear stress change due to postseismic slip.

Figure 5. (a) Spatial extent of the Release Zone (pink bands) determined by the along-strike distributions of friction coefficient for segments (i), (ii), (v) and (vi) (cyan color) and along-dip (black color) for the segments (iii) and (iv) (solid curves), at times $T=0.064, 0.03, 0.34, 1.4, 0.43, \text{ and } 1.3$ years from the origin time of the earthquake, respectively. The distribution of the logarithm of slip velocity normalized by $V_{pl}$ is shown by thin curves. (b) Spring-slider system representation of the postseismic slip propagation process. (c) Comparison of slip (dashed curve) and friction coefficient (solid curve) between two points in the postseismic slip area separated by a distance equal to the Release Zone size $\Delta s_i$. (d) Two approximations of the shear stress loading at a point induced by slip on another point at
distance $\Delta s_i$: as ramp (two linear segments) and as linear functions of time after the earthquake occurrence.

3.2 Analytical derivation of delay time and propagation speed

Gomberg et al. (1998) solved the equations of the RSF law introduced by Dieterich (1994) to obtain approximate analytical equations for the evolution of pre- and coseismic slip. Here we review their analytical derivation, and extend it to postseismic slip to determine the delay time ($\Delta T_i$).

We make use of an analogy between the continuum numerical simulation and a massless multi-spring-slider system as shown in Figure 5d. A slider corresponds to a discrete segment of $M_S$ with size $\Delta s$ (the local Release Zone size). The stiffness $k$ corresponds to the static stress transfer coefficient between the Release Zone and a neighboring point at a distance $\Delta s : k = \eta G/\Delta s$. The shear stress of the massless spring-slider system subject to the loading shown in Figure 5d is

$$\tau = k (V_b t - x(t)) + \Delta \tau f(t) = \mu(t) \sigma,$$

where $x(t)$ is the slider displacement, $\Delta \tau$ is the amplitude of the shear loading due to the approaching postseismic slip, $f(t)$ is the normalized loading history, and $V_b$ is the background slip velocity at the loading point (equal to $V_p$ if there are no stress perturbations). We neglect the stress interactions beyond distance $\Delta s$ (beyond the neighboring Release Zone) because we focus on the Surge period at the point of interest. Interactions with more distant points become important later, during the Deceleration period.

The sliding velocity $V(t) = dx(t)/dt$ is obtained from Eq. (4) as

$$V(t) = V_0 \exp\left(\{\mu(t) - \mu_0 - \ln(V_0 \theta/L)\} / a\right).$$

Substituting Eq. (9) into Eq. (10), we get

$$V(t) = V_0 \exp\left(\{(kV_b/\sigma) t + (\Delta \tau/\sigma) f(t) - k x(t) / \sigma - \mu_0 - \ln(V_0 \theta/L)\} / a\right).$$

As shown in the Surge period of Figure 5c, the shear stress suddenly increases whereas the sliding velocity remains low. According to Eq. (5), the state variable $\theta$ increases rapidly. The evolution of $V\theta/L$ (Figure 6) is similar to that of the friction coefficient (Figure 2h). Its value is approximately 1 in the Preseismic, Approach and Deceleration periods, and becomes much larger than 1 between the Surge and Release periods. Therefore, $V$ and $\theta$ in the Surge period satisfy

$$V\theta/L >> 1$$

(12)
i.e. the slider is well above steady state. This condition is discussed in section 5.1. Under this condition, Eq. (5) can be approximated as

\[
\frac{d\theta(t)}{dt} \approx -V\theta/L .
\]  

(13)

Integrating Eq. (13) in time, we obtain

\[
\theta(t) \approx \theta_{init} \exp\{-x(t)/L]\}. 
\]  

(14)

Here, we set the origin time \(t=0\) between the Approach and Surge periods, and the initial conditions \(\theta_{init} = \theta(0)\) and \(x(0)=0\). Thus the state variable \(\theta\) decreases monotonically as slip accumulates in the Surge period. In the Release period, the slip velocity increases and \(\theta\) decreases, which eventually violates the condition of Eq. (12). Therefore, the approximation in Eq. (13) is only valid between the Surge and Release periods, as shown in Figure 6.

Substituting Eq. (14) into Eq. (11)

\[
V(t) = \frac{dx}{dt} = V_{fact} \exp\{((kV_0/\sigma) t + (\Delta \tau/\sigma) f(t) + x(t)\gamma) / a\}, 
\]  

(15)

where

\[
\gamma = bL - k/\sigma . 
\]  

(16)

\[
V_{fact} = V_0 \exp\{[\mu_{init} - \mu_0 - b\ln(V_0 \theta_{init}/L)] / a\} . 
\]  

(17)

The value of \(\gamma\) depends on the ratio \(\Delta s/L = b\sigma/kL\) and is positive \((\gamma > 0)\), as listed in Table 3.

Here, we consider the initial condition at the onset of the Surge period \(V_{slip}^{init}\) as shown in Figure 5c). From Figure 6, the value of \(V\theta/L\) at the initiation of the Surge period on the deeper part is nearly 1, thus \(d\theta/dt \sim 0\). In the shallower part, \(d\theta/dt\) has a small negative value \((-1\) at most), thus the evolution (last) term of Eq. (4) decreases as \(b\log(V_0(\theta_{init} - t)/L)\). Since \(\Delta T_i \ll L/V_0\) in the shallower part in Figure 6, the value of \(b\log(V_0(\theta_{init} - \Delta T_i)/L)\) can be approximated as \(b\log(V_0\theta_{init}/L)\), thus we can also consider \(d\theta/dt \sim 0\) for the shallower part.

This gives

\[
\theta_{init} = L/V_{slip}^{init} . 
\]  

(18)

\[
\mu_{init} = \mu_0 + (a - b) \log(V_{slip}^{init}/V_0) . 
\]  

(19)

Substituting Eq. (19) into Eq. (17),

\[
V_{fact} = V_{slip}^{init} . 
\]  

(20)

Integrating Eq. (15), we obtain

\[
\int_0^x \exp\left\{-\frac{\gamma x'}{a}\right\} dx' = V_{slip}^{init} \int_0^t \exp\left\{\frac{kV_0 t' + \Delta \tau f(t')}{a\sigma}\right\} dt' , 
\]  

(21)

where the integrals span the Surge Period of the sub-fault. Where postseismic slip reaches peak slip velocities much higher than \(V_{slip}^{init}\), we can adopt an approximation similar to that made by Gomberg et al. (1998) and define the onset time of postseismic slip as the time when
the slip predicted by Eq. (21) (and thus the slip velocity) becomes infinite. The left-hand side can be integrated as \( \frac{a}{\gamma} \left[ 1 - \exp\left( -\frac{a}{\gamma} x \right) \right] \), which for infinite \( x \) becomes \( \frac{a}{\gamma} \). The delay time \( (\Delta T_i) \) can thus be determined by solving the following condition:

\[
\frac{a}{\gamma} = V_{\text{slip}} \int_0^{\Delta T_i} \exp \left( \frac{kV_i t' + \Delta_t f(t')}{a\sigma} \right) \, dt'
\]  

(22)

To make further progress, we consider three approximate loading time functions \( f(t) \): (i) ramp function, (ii) linear function, and (iii) step function.

**Figure 6.** The time history of slip velocities (dashed lines) and \( V\theta/L \) (solid lines) at the midpoints of the segments (i) to (vi) in model A. The vertical arrow on the bottom indicates the onset time of the event. Circles represent the possible value of \( V_{\text{slip}}^{\text{init}} \). Note that the vertical scale of \( V\theta/L \) is different among the points.
3.2.1 Ramp function

From Figure 5d, we approximate \( f(t) \) as a ramp function determined by its amplitude (\( \Delta \tau \)) and its rate (\( R \)). We define \( \Delta \tau \) and \( \Delta \tau_0 \) as the stress increase due to postseismic slip during the Approach and Surge periods and during only the Approach period, respectively. \( R \) and \( R' \) are the average rates of change of friction coefficient during the Surge period and during the Approach and Surge periods, respectively. For simplicity, we adopt the following approximations:

\[
\Delta \tau \gg \Delta \tau_0 \quad \text{(or} \quad (\Delta \tau - \Delta \tau_0) \sim \Delta \tau) \quad (23)
\]

\[
R = \alpha R' \quad (\alpha > 1) \quad (24)
\]

In this case, \( f(t) \) is expressed as

\[
f(t) = \begin{cases} 
    t \sigma R / \Delta \tau & \text{if } 0 \leq t \leq \Delta \tau / \sigma R, \\
    1 & \text{if } t > \Delta \tau / \sigma R.
\end{cases} \quad (25)
\]

Plugging Eq. (25) into Eq. (22) and integrating we obtain

\[
\Delta T_i^{ramp} = \frac{\alpha \sigma}{k \nu_b} \log \left( F_{\text{ramp}} + \frac{\nu_b}{\gamma_v \nu_{\text{init}}} \right) - \frac{\Delta \tau}{k \nu_b} \quad (26)
\]

where

\[
F_{\text{ramp}} = \frac{\sigma R}{k \nu_b + \sigma R} \left[ \exp \left( \frac{\Delta \tau (1 + k \nu_b / \sigma R)}{\alpha \sigma} \right) + \frac{\nu_b}{\sigma R} \right]. \quad (27)
\]

The propagation speed \( V_{\text{prop}} \) is

\[
V_{\text{prop}}^{ramp}(a, b, L, \sigma, k, \Delta \tau, R | i) = \Delta s_i / \Delta T_i^{ramp} \quad (28)
\]

In Eq. (26), \( \Delta T_i^{ramp} \) is inversely proportional to \( k \), thus it is proportional to \( \Delta s_i \).

The latter cancels out from Eq. (28) and we get:

\[
V_{\text{prop}}^{ramp} = \frac{\eta \nu_b}{a \sigma \log \left( F_{\text{ramp}} + \frac{\nu_b}{\gamma_v \nu_{\text{init}}} \right) \Delta \tau} \quad (29).
\]

3.2.2 Linear function

When we know only the rate of long-term shear stress loading (\( R \)), such as the loading induced by secular deformation, \( f(t) \) can be assumed as a linear function:

\[
f(t) = t \sigma R / \Delta \tau \quad (30)
\]

Substituting Eq. (30) into Eq. (22), we get

\[
\Delta T_i^{linear} = \frac{\alpha \sigma}{k \nu_b + \sigma a} \log \left( 1 + \frac{\nu_b + k \Delta \tau}{\gamma_v \nu_{\text{init}}} \right) \quad (31)
\]
3.2.3 Step function

When we know only the amplitude of the shear stress loading ($\Delta \tau$) or the Surge period is expected to be short enough, $f(t)$ can be simply assumed as a step function from coseismic loading or other sudden event. In this case, we find

$$V_{prop,step}(a, b, L, \sigma, k, \Delta \tau | i) = \frac{\eta GV_b (1+Ra/k\nu_b)}{a\sigma \log \left(1 + \frac{kv_b}{\gamma \nu \nu_{init} F_{step}} \right)}$$  \hspace{1cm} (34)$$

where

$$F_{step} = \exp \left(\frac{\Delta \tau}{a\sigma}\right).$$  \hspace{1cm} (35)$$

3.3 Comparison of propagation speeds between the simulated results and the analytical solutions

To evaluate the validity of the approximations in Eqs. (29, 32, 34), we compare the predicted propagation speeds with the simulation results. We take the total delay time $T$ and amplitude of shear stress loading $\Delta \tau$ from the simulation time histories (as shown in Figure 2a) to calculate the rate of frictional coefficient due to shear stress loading $R = \Delta \tau/\sigma T$. By applying the values of frictional parameters in MS (Table 2), we calculate the propagation speeds $V_{prop, ramp}$, $V_{prop, linear}$ and $V_{prop, step}$ from Eqs. (29), (32) and (34), respectively. Because it is difficult to estimate the value of $\alpha$ in advance, we compare two end member cases: a ramp function with $\alpha = 1$ ($R = R'$) and the case $\alpha = \infty$ equivalent to a step function, both with the same load amplitude $\Delta \tau$. In addition, we consider a linear increase case with $\alpha = 1$ by applying $R$ to Eq. (32) because it is also difficult to know in advance the duration time of the Approach and Surge periods.

Figure 7 shows the ratio of the three analytical estimates of propagation speed to the numerically simulated one as a function of the maximum slip velocity ($V_{slip, max}$) normalized by the secular slip rate imposed by plate convergence. The analytical expressions agree with the
simulated propagation speed within one order of magnitude (1/10 to 10 times difference, as indicated by the gray band in Figure 7) for a wide range of slip velocities (spanning seven orders of magnitude) and for propagation along both strike and dip directions. This result shows that our theoretical relationships are generally useful to estimate $V_{prop}$ from the frictional properties if we can estimate the values of $\Delta \tau$ and $R$ in advance. For the shallow up-dip segment (i), however, the three estimates underestimate the propagation speed by up to several orders of magnitude, which will be discussed in section 5.1.

**Figure 7.** Comparison between the analyzed ($V_{prop}^{linear}$: green, $V_{prop}^{ramp}$: red, $V_{prop}^{step}$: blue) and the simulated ($V_{prop}^{sim}$) postseismic slip propagation speed, as a function of maximum slip velocity ($V_{slip}^{max}$) normalized by plate convergence rate ($V_{pl}$). Gray colored background represents the range in which the analyzed propagation speed is within one order of magnitude of the simulation results.

We find that the estimate $V_{prop}^{ramp}$ tends to be smaller than both $V_{prop}^{step}$ and $V_{prop}^{linear}$ (Table 3). This difference arises because the amplitude of shear stress loading $\Delta \tau$ in the linear function case depends on $\Delta \tau^{linear}$ by $\Delta \tau^{linear} = R \sigma^{linear}$, while for the ramp and step
functions it has a given constant value. When $\Delta T_i^{ramp} > \Delta \tau / \sigma R$, $f(t)^{ramp} < f(t)^{linear}$ from the definition of Eqs. (25) and (30), which means $\Delta \tau^{linear} > \Delta \tau^{ramp}$ for the same rate $R$ in the linear and ramp functions. For a same $\Delta \tau$ in the step and ramp functions, the relation $V_{prop}^{ramp} < V_{prop}^{step}$ is robust because $F_{ramp} > F_{step}$ from mathematical comparison between Eqs. (27) and (35). An instantaneous increase of shear stress loading leads to faster propagation speed than a gradual one.

From these results, we confirm the general relationship between postseismic slip propagation speed and frictional properties, at least far from the free surface. In the next section, we adopt step and ramp functions to derive relations that do not depend on the amplitude of shear stress loading ($\Delta \tau$).

## 4 Relationship between postseismic slip propagation speed, frictional properties and initial slip velocity

### 4.1 Dependence on initial slip velocity and background loading velocity

We first evaluate the effect of the initial slip velocity of the Surge period ($V_{init \ slip}$ as shown in Figure 5c) on the postseismic slip propagation speed. Figure 8 shows the analytical estimates $V_{prop}^{ramp}$ and $V_{prop}^{step}$ for segments (ii) and (iii) as a function of $V_{init \ slip}$ for different values of $\Delta \tau$ (0.1 to 10.1 MPa). The input parameters that are different among all the segments are $k$, $\Delta \tau$, $\Delta s$ and $T$ as listed in Table 3 ($T$ is used only for the ramp function). For simplicity, we assume that the value of $\Delta s$ is fixed, which is discussed in section of 5.2.

Figures 8a and 8b show a linear relationship between $V_{prop}^{step}$ and $V_{init \ slip}$, which is consistent with the following approximation to Eq. (34):

$$V_{prop}^{step} \approx \frac{\gamma \sigma V_{init \ slip}}{ak} \exp\left(\frac{\Delta \tau}{\sigma \sigma}\right)$$

if

$$\frac{k \eta v_b}{\gamma \sigma V_{init \ slip} F_{step}} = \frac{V_{b/V_{init \ slip}}^{\Delta \tau}}{\sigma \sigma \sigma} \exp\left(\frac{\Delta \tau}{\sigma \sigma}\right) \ll 1. \tag{36}$$

From Table 3, the value of $\frac{k}{\gamma \sigma F_{step}}$ is sufficiently smaller than 1. Thus the approximation of Eq. (36) is robustly applicable for $V_{init \ slip} \geq V_b \sim V_{pl}$ in Figures 8ab. Figures 8ab and Eq. (36) show that the ratio $V_{prop}^{step}/V_{init \ slip}$ depends strongly on $\Delta \tau$.

Figures 8c and 8d show that the estimate $V_{prop}^{ramp}$ is asymptotically proportional to $V_{init \ slip}^{step}$ for large values of $V_{init \ slip}^{step}$. This arises because $f(t)$ becomes a linear function when
\[\frac{\Delta s_i}{V_{prop}^{ramp}} = \Delta t_i^{ramp} < \Delta \tau / \sigma R.\] Then if \(\frac{\nu V_b + R \sigma}{\gamma \sigma V_{slip}^{init}} = \frac{V_b + R \sigma / k}{(\frac{b \sigma}{kL} - 1)V_{slip}^{init}} \ll 1,\) Eq. (32) can be approximated as

\[V_{prop}^{linear} \approx \frac{\eta \gamma G}{a k} V_{slip}^{init}\]  

(37)

The condition \(\frac{\nu V_b + R \sigma}{\gamma \sigma V_{slip}^{init}} < 0.1\) for segments (ii) and (iii) corresponds to \(V_{slip}^{init} > 1.6 \times 10^{-7}\) m/sec (= 56 \(V_{pl}\)) and \(V_{slip}^{init} > 4.0 \times 10^{-9}\) m/sec (= 1.4 \(V_{pl}\)), respectively. Under that condition, the ratio \(V_{prop}^{linear} / V_{slip}^{init}\) is asymptotically independent of \(\Delta \tau\) as shown by Eq. (37).

The background loading velocity \(V_b\) and the additional shear loading rate \(R\) for the linear function do not influence these estimates of \(V_{prop}\) if \(V_{slip}^{init}\) is much larger than \(V_b\) or independent of \(V_b\) and \(R\).
Figure 8. Theoretical relationship between the propagation speed of postseismic slip and initial slip velocity under the steady state condition \(V_{\text{slip}}^{\text{init}}\) for two approximations of the shear stress loading, (a, b) a step function \(V_{\text{prop}}^{\text{step}}\) and (c, d) ramp function \(V_{\text{prop}}^{\text{ramp}}\), for (a, c) segment (ii) and (b, d) segment (iii). Colors indicate the amplitude of the shear stress loading (see legend in (d)).

4.2 Dependence on effective normal stress

Figure 9 shows \(V_{\text{prop}}^{\text{ramp}}\) and \(V_{\text{prop}}^{\text{step}}\) for segments (ii) and (iii) as a function of effective normal stress. To understand the role of the stiffness \(k\), we focus on \(V_{\text{prop}}^{\text{step}}\) because step function is independent of \(R = \alpha \tau' = \Delta \tau / T\), where \(T\) is different between Segments and
Models as shown in Table 3. In Figures 9a and 9b, where the only difference is the stiffness $k$ due to the different crack mode II or III, the colored curves have similar shapes. In the upper horizontal axis of Figure 9, we converted normal stress to depth assuming hydrostatic fluid pressure by applying Eq. (3) and approximately treating the dependence of $k$ on depth as negligible except for segment (i) as suggested in Table 3. This allows to readily grasp the depth dependence of $V_{\text{prop}}$.

In Figure 9, because we adopt the fixed value of $\Delta s=5.0$ and 3.75 km for segments (ii) and (iii) of Model A for simplicity, the value of $\gamma$ becomes negative when

$$\sigma < \frac{kL}{b} = \frac{\eta GL}{b\Delta s}$$

(38).

Considering the values of $k$, $L$ and $b$ of Model A, the critical $\sigma$ for segments (ii) and (iii) from Table 3 are 118 and 27.4 MPa, respectively. The range of effective normal stresses lower than the critical value are indicated in Figure 9 by a gray band. The condition of slip propagation with $\gamma<0$ is discussed in section 5.4.

As introduced in the case of the ramp function for Eq. (25), there is a transition from ramp to linear function when $V_{\text{prop}}^{\text{ramp}}$ becomes higher such that $\Delta s_i / V_{\text{prop}}^{\text{ramp}} = \Delta T_i^{\text{ramp}} < \Delta \tau / \sigma R$. In Figure 9c, there are kinks aligned along the horizontal dotted line, while in Figure 9d the kink appears at a low value $V_{\text{prop}}^{\text{ramp}} \approx 0.0154$ km/day. Figure 9 shows that there is little dependency of $V_{\text{prop}}^{\text{ramp}}$ on $\Delta \tau$ if $\Delta \tau < 0.1$ MPa; $V_{\text{prop}}^{\text{ramp}}$ is then almost constant at 0.0147 km/day. These results are valid for both step and ramp functions.
Figure 9. Theoretical relationship between the propagation speed of postseismic slip and effective normal stress (or depth converted from Eq. (3)) for two approximations of the shear stress loading, (a, b) step function $V_{\text{prop}}^{\text{step}}$ and (c, d) ramp function $V_{\text{prop}}^{\text{ramp}}$, for (a, c) segment (ii) and (b, d) segment (iii). Colors indicate the amplitude of the shear stress loading. Vertical dotted lines represent the depth corresponding to the Points (ii) and (iii). Horizontal dotted lines in (c, d) indicate the transition from ramp to linear function when $\Delta t_i^{\text{ramp}} < \Delta t/\sigma R$. Gray colored background represents the unsolved region because of $\gamma < 0$. 
4.3 Dependence on the frictional parameters $a$ and $b$

Figure 10 shows $V_{prop}^{ramp}$ and $V_{prop}^{step}$ for segments (ii) and (iii) as a function of the frictional parameter $a$. From Figures 10a and 10b, the dependence of $V_{prop}^{step}$ on $a$ is similar to its dependence on the effective normal stress, in that a lower value of $a$ leads to an exponentially higher propagation speed.

Figures 10c and 10d show that the relationship between $V_{prop}^{ramp}$ and $a$ seems approximately similar to $V_{prop}^{step}$ before the transition from linear to ramp function, and becomes a linear relation after the transition. This linear relationship for smaller values of $a$ is explained directly from Eq. (32). In Figures 10c and 10d, some curves are cut at the lowest $a$ values because $\Delta T_i^{ramp}$ approaches zero, which means postseismic slip occurs immediately after the initiation of shear stress loading.
Figure 10. Theoretical relationship between the propagation speed of postseismic slip and frictional parameter “a” for two approximations of the shear stress loading, (a, b) step function $V_{prop}^{step}$ and (c, d) ramp function $V_{prop}^{ramp}$, for (a, c) segment (ii) and (b, d) segment (iii). Colors indicate the amplitude of the shear stress loading. Dotted lines represent the transition from linear to ramp function.

Figure 11 shows the same as Figure 10 but as a function of the frictional parameter $b$. Figures 11a and 11b show a linear relationship between $V_{prop}^{step}$ and $b$, which can be explained by an approximation similar to that leading to Eq. (36):
\[ V_{\text{prop}}^{\text{step}} \approx \frac{\eta G V_h}{a \log \left( \frac{\nu_h}{\gamma \sigma v_{\text{slip}}^\text{init} \tau} \right) - \Delta \tau} \text{ if } \frac{\nu_h}{\gamma \sigma v_{\text{slip}}^\text{init} \tau} \gg 1. \] (39)

From Eq. (16) and \( b \sigma k L \gg 1 \) for most of results from Table 3, when \( b \) is large enough to approximately satisfy

\[ \gamma \approx \frac{b}{L}, \] (40)

a linear relationship emerges between \( V_{\text{prop}}^{\text{step}} \) and \( b \). Otherwise, Eq. (39) suggests a non-linear relationship.

In the ramp function case, Figures 11c and 11d are similar to Figures 8c and 8d. This is explained from Eq. (37) by applying Eq. (40).
Figure 11. Theoretical relationship between the propagation speed of postseismic slip and frictional parameter “$b$” for two approximations of the shear stress loading, (a, b) step function $V_{\text{prop}}^{\text{step}}$ and (c, d) ramp function $V_{\text{prop}}^{\text{ramp}}$, for (a, c) segment (ii) and (b, d) segment (iii). Colors indicate the amplitude of the shear stress loading.

4.4 Dependence on the frictional parameters $(a-b)^{\text{const}}$ and $L$

Figure 12 shows the same as Figure 10 but as a function of frictional parameters $a$ and $b$, while keeping a constant value of $a-b$. by adding the same value to both as $a_{\text{ref}}+C$ and $b_{\text{ref}}+C$ The results in Figure 12 can be explained as a combination of the results in Figures 10 and 11. For the lower shear stress loading ($\Delta \tau = 0.1$ MPa), the propagation speed is
approximately independent of the value of \(a\), because \(a\) has a largely inversely proportional effect, as suggested by Eq. (36) or Eq. (37) with negligible \(\Delta \tau\) (see red curve in Figure 10), that cancels out the linear effect of \(b\). For the higher shear stress loading \((\Delta \tau > 0.1 \text{ MPa})\), higher values of \(a\) and \(b\) make the propagation speed lower, because the exponential dependence on \(a\) is stronger than the linear dependence on \(b\). Thus the propagation speed is not simply a function of \(a-b\) for fixed \(\Delta \tau > 0.1 \text{ MPa}\).

Figure 13 shows the same as Figure 11 but as a function of the frictional parameter \(L\). This dependence is explained in almost the same way as the dependence on \(b\). For Models A and F in segment (v), where \(\Delta s\) is the same and we approximately apply \(\gamma \approx b/L\) in Eqs. (36, 37) because of \(b\sigma/kL = 17\) and \(33 (\gg 1)\) from Table 3, respectively, \(V_{\text{prop}}^{\text{sim}}\) of Model F \((L=2\text{ cm})\) is almost twice larger than that of Model A \((L=4\text{ cm})\). However, we cannot apply this approximation to other models, because of significantly different value of \(\Delta s, \Delta \tau/\sigma\). The spatiotemporal change of \(\Delta s\) is discussed in the section of 5.2.
Figure 12. Theoretical relationship between the propagation speed of postseismic slip and frictional parameters “a” & “b” by adding the same value to both as “a+C” & “b+C” under the constant value of (a-b) for two approximations of the shear stress loading, (a, b) step function $V_{\text{prop}}^{\text{step}}$ and (c, d) ramp function $V_{\text{prop}}^{\text{ramp}}$, for (a, c) segment (ii) and (b, d) segment (iii). Colors indicate the amplitude of the shear stress loading.
Figure 13. Theoretical relationship between the propagation speed of postseismic slip and frictional parameter “$L$” for two approximations of the shear stress loading, (a, b) step function $V_{\text{prop}}^{\text{step}}$ and (c, d) ramp function $V_{\text{prop}}^{\text{ramp}}$, for (a, c) segment (ii) and (b, d) segment (iii). Colors indicate the amplitude of the shear stress loading.
5 Discussion

5.1 Validity of approximations and effect of free surface

Though most of our theoretical and simulation results agree within one order of magnitude (Figure 7), we discuss the validity of our approximations in order to understand the remaining discrepancies.

We assumed $V\theta/L >> 1$ in Eq. (13) for the Surge Period. Figure 6 shows the time history of $V\theta/L$. For the segments (iv) and (vi), far from the earthquake rupture area, the shear stress loading is too small and the maximum values of $V\theta/L$ are 1.61 and 1.53, respectively. Hence the approximation is invalid at distant points.

For the shallower segment (i), Figure 7 shows that the analytical propagation speed is much smaller than the simulated one. From Figure 6, the maximum value of $V\theta/L$ at point (i) is 12.8, which is large enough to satisfy our assumption, so the underestimation must be due to other factors. Figures 2b and 2g show that an additional slip front is generated near the surface and propagates in the down dip direction where it encounters the postseismic slip front propagating up-dip from the earthquake source region, as seen in Figure 2d. In this study, we automatically calculate the time of maximum shear stress, without distinguishing these two postseismic slip fronts. This causes our application of the analytical relationship to misestimate the propagation speed in locations where the down-going slip front arrives earlier than the up-going front. From these results, high values of $\Delta \tau/\sigma$ at sufficiently large depth are desirable to apply Eqs. (29, 32, 34).

In this study, our model considers only pure dip slip. We adopted this simplification to limit the computational cost. In our experience, simulations without fixed slip direction on planar faults led to slip almost parallel to the direction of back-slip in all the stages of the earthquake cycle. In strike-slip faults (e.g., Rice, 1993), the artificial slip propagation due to the free surface condition might be moderated because of smaller stiffness for strike slip.

We assumed a hydrostatic depth profile of effective normal stress (Eq. 3). For subduction zones, in-situ drilling observations show that pore pressure is nearly equal to hydrostatic pressure (e.g., Saffer et al., 2015) while it can be nearly equal to lithostatic pressure at seismogenic depth (Hasegawa et al., 2011). Thus the effective normal stress at depth may be much smaller than expected from Eq. (3). If we consider the elevated pore pressure (e.g., Moreno et al., 2014), the propagation speed would be higher than simulation results expected from Eq. (3) as shown in Figure 9. The precise estimation of postseismic propagation speed may independently constrain the depth profile of effective normal stress.
5.2 Spatiotemporal change of the release zone size

As shown in Table 3, the size of $\Delta s$ is significantly larger than $L_b$ ($b\sigma/kL >> 1$) and different along the fault, even comparing places where the frictional properties are the same. For instance, in all models $\Delta s$ is larger in segment (iv) than in segment (iii).

Viesca and Dublanchet (2019) demonstrate that slow slip behavior under linear rate-strengthening friction exhibits diffusive spreading of postseismic slip, with slip velocity decaying as $1/t$ and slip growing logarithmically with $t$. In their result, postseismic slip is self-similar in the sense that it is invariant upon re-scaling of distance and friction between two times $T$ and $T'$ as $X'=XT'/T$ and $\mu'='T/T'$. We use the approximation of $\log(1+\Delta X)$~$\Delta X$ and the same for $V$ in Eq. (4), where we assume the perturbation terms are much smaller than their steady-state values ($\Delta X/X, \Delta \mu/\mu <<1$).

In Figure 14 we assess the self-similarity of the space-time evolution of friction for Models A and I. This figure suggests that the re-scaled curves approximately fit the original ones, which means that the re-scaling roughly explains the time evolution and that the time change of $\Delta s$ can be explained by the self-similar scaling $\Delta s'=\Delta s (T'/T)$. This conversion is only applicable to homogeneous frictional properties, thus not in the along dip direction in our model. In our theoretical relationship, the magnitude of the main shock is reflected in the shear stress loading and the release zone size. For example, for a larger main shock, $\Delta \tau$ is larger and $\Delta s$ is shorter. However, it is difficult to estimate the release zone size directly from observations. The effect of frictional parameters on $\Delta s$ is discussed in the next section.
Figure 14. Comparison of spatial distribution of friction coefficient between original (solid) curves at time $T$ and converted (dotted) ones at time $T'$ in segments (iii) and (iv) for Models A and I when friction coefficient has peak value as shown in Figure 5a. The values of $(X', \mu')$ for the dotted curves are converted by $X' = X(T'/T)$ and $\mu' = \mu(T/T')$, where the value of $T$ is listed in Table 3.

5.3 Simplified relationship for application to actual observations

As mentioned in section 4.1, it is necessary to know the value of $V_{slip}^{init}$ in order to estimate the propagation speed of postseismic slip. From Figure 6, $V_{slip}^{init}$ is not significantly different among observation points and it is roughly equal to $V_{pl}(=2.9 \times 10^{-9} \text{ m/sec})$. Therefore, it can be roughly approximated as

$$V_{slip}^{init} \approx V_{pl}. \quad (41)$$

Substituting Eq. (41) into Eq. (36) gives

$$V_{step}^{prop} \approx \frac{\eta \theta}{ak} \exp\left(\frac{\Delta r}{a \sigma}\right) V_{pl} \equiv V_{approx}^{step}. \quad (42)$$
Figure 15 shows the comparison between \( V_{\text{step}}^{\text{sim}} \) and \( V_{\text{approx}}^{\text{step}} \) in the same way as in Figure 7. The comparison suggests that \( V_{\text{approx}}^{\text{step}} \) can also explain \( V_{\text{sim}}^{\text{prop}} \) within one order of magnitude over a wide range of slip velocities. Thus the approximation of Eq. (42) is valid in our simulation. This is because \( F_{\text{ramp}} \approx F_{\text{step}} \) between Eqs. (27) and (35) for \( kV_b \ll R\sigma \), which means \( V_{\text{step}}^{\text{ramp}} \approx V_{\text{step}}^{\text{prop}} \). (From Table 3, for example, we find the lowest value of \( R\sigma = \Delta \tau / T \) at Point IV for Model B. In this case, \( k=1.1\text{MPa/m, } R\sigma = \Delta \tau / T = 7.4 \times 10^{-9} \text{ MPa/sec} \), and we approximate \( V_b \) as \( V_{\text{pl}} = 9 \text{ cm/year} = 2.8 \times 10^{-9} \text{ m/sec} \), \( kV_b \) is about 2.3 times larger than \( R\sigma \). Most of other points satisfy \( kV_b \ll R\sigma \) because the value of \( T \) is much shorter than that at Point IV for Model B).

\[
V_{\text{step}}^{\text{prop}}(V_{\text{approx}}^{\text{step}}: \text{black}) \text{ in Eq. (42) instead of Eq. (34)}.
\]

![Figure 15](image_url)

Under that condition, the propagation speed can be roughly approximated by applying Eq. (40) to Eq. (42) as

\[
V_{\text{step}}^{\text{prop}} \approx \frac{h b c}{a k L} \exp \left( \frac{\Delta \tau}{a \sigma} \right) V_{\text{pl}} = \frac{h b s}{a L} \exp \left( \frac{\Delta \tau}{a \sigma} \right) V_{\text{pl}} \equiv V_{\text{rough}}. \quad (43)
\]
Compared to the test simulation results, $V_{\text{r}\text{ough}}^{\text{step}}$ in Eq. (43) describes the main characteristics of the relationship derived from Eq. (34) as follows: (i) the propagation speed is proportional to $b/L$, (ii) if $\Delta \tau$ is large the propagation speed depends exponentially on $1/a\sigma$, (iii) if $\Delta \tau$ is small the propagation speed is independent of $\sigma$ and inversely proportional to $a$.

In the linear loading function case, Eq. (37) is roughly approximated by applying Eq. (40) as

$$V_{\text{linear}}^{\text{prop}} \approx \frac{nbG}{akL} V_{\text{slip}}^{\text{init}} = \frac{b\Delta \tau}{aL} V_{\text{slip}}^{\text{init}} \equiv V_{\text{rough}}^{\text{linear}}.$$  

(44)

This is the same as Eq. (44) if $\Delta \tau=0$, but $V_{\text{slip}}^{\text{init}}$ in Eqs. (37) and (44) may be greater than that of the more abrupt step function. Since the rate of the total shear stress loading is changed from $kV_b$ to $k(V_b + R\sigma/k)$ at $t=0$, $V_{\text{slip}}^{\text{init}}$ should be in the range between $V_b$ and $V_b + R\sigma/k$ in case of negligible acceleration. This condition is also true of the ramp function. However, it is difficult to predict the value of $V_{\text{slip}}^{\text{init}}$ only on the basis of the numerical simulation inputs.

The simplified relationships in Eqs. (43, 44) include the size of release zone ($\Delta s$), which is not derived analytically but measured from numerical simulation results. It is difficult to estimate $\Delta s$ directly from observations. To investigate the dependency of the propagation speed on the size of the release zone from Eq. (43), Figure 16 shows the relationship between the propagation speed normalized by $\exp(\Delta \tau/a\sigma)$ and $\Delta s$ normalized by $L$, which suggests that the propagation speed is independent of $\Delta s$ and roughly approximated as

$$V_{\text{prop}}^{\text{step}} \approx V_{\text{const}} \exp \left( \frac{\Delta \tau}{a\sigma} \right) \equiv V_{\text{simple}}^{\text{step}} \quad (V_{\text{const}} \sim 0.1 \text{ to } 10 \text{ km/month})$$  

(45)

This expression also explains the simulated propagation speed within one order of magnitude (1/10 to 10 times difference, as indicated by the gray band in Figure 16) except for the shallowest point. Therefore, $V_{\text{simple}}^{\text{step}}$ is practically applicable to actual observations because it is independent of $\Delta s$, though we cannot discuss the dependency on frictional parameters $b$ or $L$. 
Figure 16. The relationship between $V_{\text{prop sim}}$ and $V_{\text{simple step}} = \exp(\Delta \tau/a)\sigma$ as a function of the release zone $\Delta s$ normalized by critical cell size $L_b$ in case of $V_{\text{const}} \sim 1.0$ km/month. Gray colored background represents the range within one order of magnitude of the simulation results.

From Eqs. (43)(45), $\Delta s$ is approximately described as a function of frictional parameters:

$$\Delta s \approx (a/b)(V_{\text{const}}/V_{\text{pf}})L \equiv \Delta s^{\text{approx}} (a, b, L).$$

This expression is useful to estimate the relative size of the release zone in case that we can neglect the effects of $\sigma$, $\Delta \tau$, and the spatiotemporal change as discussed in section 5.2. To investigate the validity of Eq. (46), we compare $\Delta s$ between Models A, D, E, F, and J, where the value of $\sigma$ is the same each other. Figure 17 shows the relationship between the approximately estimation ($\Delta s^{\text{approx}}$) for Models (D, E, F, and J) relative to Model A from Eq. (46) and the simulation results ($\Delta s^{\text{sim}}$). The figure suggests that all the relative size of the release zone for Model D, E, F, and J is well explained in the range of 0.5 to 2.0 times, though we cannot discuss it more quantitatively unless we perform additional models with broad range of the frictional parameters and finer mesh size than this study ($\Delta x=1.25\text{km}$).
Figure 17. The relationship between approximation from Eq. (46) ($\Delta s_{app}^{DEFI}$) and the simulated result ($\Delta s_{sim}^{DEFI}$) as a function of the release zone $\Delta s$ normalized by critical cell size $L_b$, where $\Delta s_{app}^{DEFI}$ is estimated by $\Delta s_{app}^{DEFI} = (a^{DEFI}/a^A)(b^{DEFI}/b^{DEFI})(L^{DEFI}/L^{DEFI})\Delta s_{sim}^{A}$. Gray colored background represents the range within two/half of magnitude of the simulation results.

5.4 Interpretation of previous results on the basis of analytical relationships

As mentioned in the introduction section, previous studies of the effect of frictional properties on propagation speed led to apparently contradictory results. In this section, we interpret those results from the perspective of the insight developed here.

The unsolved problem of whether the postseismic slip propagation depends on $(a-b)\sigma$ or $a\sigma$ is reconciled as follows. If the rate of shear stress loading is much larger than that of background loading as demonstrated in section 5.3, we rewrite $V_{prop}$ as

$$V_{prop}^{ramp} \approx V_{prop}^{step} \cong \left(\frac{b}{a}\right) \frac{n}{kL} \exp \left(\frac{\Delta \tau}{a \sigma}\right) V_b.$$  \hspace{0.5cm} (47)

If $a\sigma$ is large, the exponential term is close to 1 and $V_{prop}^{(a-b)\text{const}}$ is nearly constant because both $a$ and $b$ have the same linear effect on propagation speed as shown in Figures 10 and 11 for $\Delta \tau = 0.1$ MPa. This condition can explain the dependency of $V_{prop}$ on $(a-b)\sigma$ as
shown in Kato (2004, 2007). If \((a-b)\) is not strongly positive and \(\sigma\) is small, this condition can explain the dependency of \(V_{\text{prop}}^{\text{step}}\) on \(a\sigma\) as \(\exp\left(\frac{\Delta\tau}{a\sigma}\right)\) in Eq. (47).

Ariyoshi et al. (2007b) pointed out that the effective normal stress is a key parameter of postseismic slip propagation speed because the propagation speed in simulations is faster in the shallower part of subduction zones than in deeper parts, as shown in Figures 2b to 2g. This may be explained by the dependence of propagation speed on effective normal stress found here (see also Figure 9).

From Figure 3, the postseismic slip propagation speed appears independent of distance from the asperity and effective normal stress. This can be explained from Figures 9c and 9d, because \(V_{\text{prop}}^{\text{ramp}}\) is not changed for higher effective normal stress, even if \(\Delta\tau\) is large. This characteristic is more predominant for the lower loading rates \(R^* (=\Delta\tau/\sigma T)\) in segments (iv) to (vi) as listed in Table 3.

Postseismic slip is usually much larger than the characteristic slip distance in numerical simulations (e.g., Kato, 2008; Hyodo et al., 2016; Nakata et al., 2016), thus a large part of it may happen near steady-state. But slip in the Surge period, which occurs well above steady state (Eq. 13), is not negligible everywhere, as shown in Figure 5c. In regions with small values of \(\Delta\tau/\sigma\), which are far from the main shock rupture or have high effective normal stress, slip remains close to steady state even during the passage of the postseismic front (Figure 6). Thus the steady-state rate-strengthening approximation, equivalent to assume \(b=0\) or \(L=0\) (e.g., Perfettini and Avouac, 2007; Barbot et al., 2009), is more appropriate in the region with small \(\Delta\tau/\sigma\). Our theoretical relationship based on \(V_{\text{simple}}^{\text{step}}\) is applicable under the rate-strengthening approximation because Eq. (45) does not involve the state variable. But if the value of \(V_0/L\) is much larger than 1, the delay time between the Surge and Release periods is shorter (Figure 6): the rate-strengthening approximation in Eq. (45) overestimates the delay time in areas where \(\Delta\tau/\sigma\) is large. Indeed, Figure 16 shows that \(V_{\text{simple}}^{\text{step}}\) tends to underestimate the propagation speed in the shallower part of the fault (points I and II), while it tends to better explain it in the deeper part (points III to VI).

Hyodo and Hori (2013) adopt a large characteristic slip distance \((L=5\text{ m})\) near the trench as a barrier region and small one \((L=5\text{ cm})\) in the other regions as a source region of megathrust earthquake, where the value of \((a-b)\) is negative for the region shallower than 30 km depth, in order to model complicated earthquake cycles along the Nankai Trough. Their simulation result shows that both coseismic (18 m) and postseismic (4 m) slip reaches the
trench in a M9.0 megathrust earthquake, while only 1 meter postseismic slip propagate there in a M8.6 megathrust earthquake. This can be explained by the critical effective normal stress in Eq. (38). The region near the trench with \( d_c = 5 \) m has \( B = b\sigma = 40 \) and \( 140 \) kPa at depth of 5 and 10 km in their model, respectively (Hyodo, private communication). Their length of \( L_b \) is about 1.1 and \( 3.8 \times 10^3 \) km. Since the size of the barrier region is smaller than \( L_b \), it cannot produce slip propagation as modeled by Figure 5d because the distance between the edge of source region for megathrust earthquake and trench is shorter than \( \Delta s (> L_b) \), which means \( \gamma < 0 \). Slip propagation in the region of \( \gamma < 0 \) requires sufficient energy of shear stress loading against the resistance force \((kL - b\sigma)\), which is driven by slip in the region where large slip has already occurred. The time history of the shear stress loading depends on the slip amount in the region where large slip has already passed and geometrical factors of the region (such as area, focal depth, dip angle, and crack mode). In their simulation, the amounts of shear stress loading for the M8.6 and M9.0 are thought to be smaller and greater than the rest of the resistance force in the region near the trench of the barrier region with \( L = 5 \) m. This may explain why postseismic slip can occur near the trench only for the M9.0 earthquake, which would be applicable to modeling other frictionally unstable barrier regions (e.g., Hori and Miyazaki, 2010; Nakata et al., 2016). In other words, the shallower part of the 2011 Tohoku earthquake might have low effective normal stress and/or long characteristic slip distance. This quantification is a subject of our future study.

Some afterslip transients exhibit spatiotemporally variable behavior that may provide insight on the spatial variability of friction properties. For instance, following the 2014 South Napa earthquake (Wei et al., 2015; Floyd et al., 2016), afterslip rapidly propagated upward from the main shock source region, but downward propagation was slower and discontinuous, or triggered at some distance, leaving a slip gap between the areas of coseismic slip and deeper afterslip (Floyd et al., 2016). Our relationship suggests that the value of \( a\sigma \) on the West Napa Fault increases with depth so that deeper afterslip propagation is slower. The slip gap area could be a frictionally unstable zone \((a-b<0)\) with large characteristic slip distance acting as a barrier.

As demonstrated by observations following the 2011 Tohoku earthquake, postseismic deformation is thought to be a combination of afterslip, viscoelastic relaxation (e.g., Sun et al., 2014; Agata et al., 2019) and poroelastic rebound (Barbot and Fialko, 2010). The contribution to transient deformation due to asthenosphere flow is predominant in the landward surface area (Barbot, 2018), depending on the rheology of the upper mantle and the magnitude of the event.
Viscosity is generally different between lower- and middle-crust by a factor of more than ten and its boundary is complicated (e.g., Rousset et al., 2012; Sun et al., 2014). In addition, aseismic slip is thought to account for as much as 50–70% of the slip budget on the seismogenic portion of observed megathrust earthquake cycles (Perfettini et al., 2010). These results indicate that it is important to extract the contribution of afterslip in order to estimate viscoelastic properties from observed crustal deformation.

6 Summary and Conclusions

In this study, we develop theoretical relationships between the propagation speed of postseismic slip and fault-frictional properties on faults governed by rate-and-state friction. The propagating front of postseismic slip is defined as the locus of peak friction coefficient. The theoretical relations provide adequate order-of-magnitude estimates of the results of 3D numerical simulations of afterslip. We derive the following trends:

1. Lower values of effective normal stress $\sigma$ increase propagation speed exponentially if the amplitude of shear stress loading $\Delta\tau$ induced by the afterslip front is much larger than $a\sigma$. Otherwise, the propagation speed is independent of effective normal stress.
2. The frictional parameter $a$ has a similar exponential effect on propagation speed than $\sigma$, but if $\Delta\tau/a\sigma$ is small propagation speed is inversely proportional to $a$.
3. The propagation speed depends strongly on $a\sigma$ if $\Delta\tau/a\sigma$ is large, on $(a-b)\sigma$ otherwise.
4. The propagation speed depends linearly on the frictional parameter $a\sigma/L$ under certain conditions.
5. The propagation speed is proportional to the slip velocity ahead of the afterslip front, which in practice can be approximated as the long-term plate velocity $V_{pl}$.
6. The propagation speed is well approximated as $\frac{nbG}{akL} \exp\left(\frac{\Delta\tau}{a\sigma}\right) V_{pl}$, when the shear stress loading rate is much greater than the background loading rate and $\Delta s >> L_b$.
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### Table 3. Comparison of simulated propagation speed ($V_{prop}^{sim}$) and analyzed ones ($V_{prop}^{step}$, $V_{prop}^{step}$, $V_{prop}^{ramp}$ and $V_{prop}^{linear}$) with some of input parameters (the amount of shear stress change Δτ and total delay time $T$) and maximum slip velocity normalized by plate convergence rate ($V_{slip}$ / $V_{pl}$) at the midpoint of each section. The values of $\text{b}\sigma\text{kL}$ and $k_{\text{yq}\text{r}^{\text{step}}}$ are used for validity of approximations for Eqs. (40, 43, 44) and (36, 37, 39, 42 - 44), respectively.

<table>
<thead>
<tr>
<th>Seg., Dir.</th>
<th>Depth, σ (km, MPa)</th>
<th>Model</th>
<th>$k$ (MPa/m)</th>
<th>$V_{prop}^{sim}$ (km/month)</th>
<th>$V_{prop}^{linear}$ (km/month)</th>
<th>$V_{prop}^{ramp}$ (km/month)</th>
<th>$V_{prop}^{step}$ (km/month)</th>
<th>$V_{prop}^{approx}$ (km/month)</th>
<th>Δτ (MPa)</th>
<th>$T$ (sec)</th>
<th>$V_{slip}^{\text{max}}$ / $V_{pl}$</th>
<th>$\text{b}\sigma\text{kL}$</th>
<th>$k_{\text{yq}r^{\text{step}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>i dip</td>
<td>4.7 79.4**</td>
<td>A</td>
<td>0.49</td>
<td>0.87</td>
<td>0.10</td>
<td>0.99</td>
<td>0.21</td>
<td>0.24</td>
<td>0.10</td>
<td>0.41</td>
<td>2.26</td>
<td>3.67</td>
<td>7.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.1</td>
<td>3.8</td>
<td>1.2</td>
<td>1.2*</td>
<td>2.4</td>
<td>2.5</td>
<td>5</td>
<td>0.98</td>
<td>1.6e7</td>
<td>27.8</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.32</td>
<td>2.6e+3</td>
<td>546</td>
<td>435</td>
<td>934</td>
<td>1121</td>
<td>15</td>
<td>0.48</td>
<td>5.7e4</td>
<td>1.2e4</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>1.1</td>
<td>477</td>
<td>29</td>
<td>28</td>
<td>96</td>
<td>133</td>
<td>5</td>
<td>0.79</td>
<td>4.1e5</td>
<td>8.1e4</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>E</td>
<td>0.49</td>
<td>8.6e+3</td>
<td>833</td>
<td>365</td>
<td>4764</td>
<td>5511</td>
<td>10</td>
<td>0.41</td>
<td>1.2e5</td>
<td>1.1e5</td>
<td>7.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F</td>
<td>0.84</td>
<td>3.0e+2</td>
<td>33</td>
<td>33*</td>
<td>145</td>
<td>163</td>
<td>6.25</td>
<td>0.69</td>
<td>5.0e5</td>
<td>3.3e3</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>0.61</td>
<td>—***</td>
<td>5.6e5</td>
<td>3.6e5</td>
<td>7.2e5</td>
<td>8.7e5</td>
<td>20</td>
<td>0.41</td>
<td>7.1e1</td>
<td>4.9e6</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H</td>
<td>0.24</td>
<td>—***</td>
<td>3.7e6</td>
<td>8.5e5</td>
<td>1.0e6</td>
<td>2.8e6</td>
<td>20</td>
<td>0.22</td>
<td>1.1e1</td>
<td>1.4e7</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>J</td>
<td>0.32</td>
<td>4.6</td>
<td>4.6</td>
<td>4.3</td>
<td>7.1</td>
<td>8.4</td>
<td>15</td>
<td>0.29</td>
<td>6.6e6</td>
<td>54</td>
<td>6.0</td>
</tr>
<tr>
<td>ii dip</td>
<td>9.8 166**</td>
<td>A</td>
<td>1.1</td>
<td>32</td>
<td>20</td>
<td>15</td>
<td>25</td>
<td>29</td>
<td>5</td>
<td>1.2</td>
<td>4.7e5</td>
<td>158</td>
<td>7.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.4</td>
<td>5.0</td>
<td>2.7</td>
<td>2.5</td>
<td>4.1</td>
<td>4.4</td>
<td>3.75</td>
<td>1.8</td>
<td>2.7e6</td>
<td>51</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.74</td>
<td>1330</td>
<td>796</td>
<td>581</td>
<td>1153</td>
<td>1416</td>
<td>7.5</td>
<td>1.2</td>
<td>1.9e4</td>
<td>5.4e3</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>1.4</td>
<td>284</td>
<td>143</td>
<td>92</td>
<td>150</td>
<td>182</td>
<td>3.75</td>
<td>1.9</td>
<td>5.0e4</td>
<td>2.4e3</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>E</td>
<td>1.1</td>
<td>6826</td>
<td>3.6e3</td>
<td>1.3e3</td>
<td>1.7e3</td>
<td>2.5e3</td>
<td>5.0</td>
<td>1.3</td>
<td>2.6e3</td>
<td>3.6e4</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F</td>
<td>1.4</td>
<td>157</td>
<td>95</td>
<td>79</td>
<td>166</td>
<td>183</td>
<td>3.75</td>
<td>1.6</td>
<td>2.1e5</td>
<td>1.2e3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>0.34</td>
<td>1.91e6</td>
<td>6.3e5</td>
<td>4.9e5</td>
<td>1.3e6</td>
<td>1.7e6</td>
<td>15</td>
<td>0.89</td>
<td>5.4</td>
<td>4.5e6</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H</td>
<td>0.24</td>
<td>—***</td>
<td>4.8e6</td>
<td>2.2e6</td>
<td>3.4e6</td>
<td>4.9e6</td>
<td>20</td>
<td>0.47</td>
<td>8.8</td>
<td>1.9e7</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>J</td>
<td>0.48</td>
<td>10.3</td>
<td>6.0</td>
<td>5.6</td>
<td>11</td>
<td>12</td>
<td>11.25</td>
<td>0.83</td>
<td>3.9e6</td>
<td>39</td>
<td>8.3</td>
</tr>
<tr>
<td>iii strike</td>
<td>26.9 454**</td>
<td>A</td>
<td>0.71</td>
<td>2.4</td>
<td>1.0</td>
<td>1.0*</td>
<td>2.1</td>
<td>2.2</td>
<td>3.75</td>
<td>1.1</td>
<td>1.4e7</td>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>0.71</td>
<td>2.1</td>
<td>1.33</td>
<td>1.31</td>
<td>1.97</td>
<td>2.03</td>
<td>3.75</td>
<td>1.1</td>
<td>6.4e6</td>
<td>18</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.71</td>
<td>14.6</td>
<td>6.6</td>
<td>6.4</td>
<td>16</td>
<td>17</td>
<td>3.75</td>
<td>1.5</td>
<td>1.3e6</td>
<td>154</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>1.1</td>
<td>8.1</td>
<td>2.8</td>
<td>2.5</td>
<td>4.3</td>
<td>4.5</td>
<td>2.5</td>
<td>2.1</td>
<td>1.1e7</td>
<td>259</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>E</td>
<td>0.71</td>
<td>24</td>
<td>13</td>
<td>8.0</td>
<td>11</td>
<td>12</td>
<td>3.75</td>
<td>1.2</td>
<td>3.3e5</td>
<td>355</td>
<td>9.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F</td>
<td>1.1</td>
<td>5.5</td>
<td>2.73</td>
<td>2.72</td>
<td>5.4</td>
<td>5.6</td>
<td>2.5</td>
<td>1.7</td>
<td>2.2e6</td>
<td>115</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>0.36</td>
<td>938</td>
<td>2.8e3</td>
<td>2.1e3</td>
<td>4.6e3</td>
<td>5.0e3</td>
<td>7.5</td>
<td>1.5</td>
<td>5.8e3</td>
<td>9.9e3</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H</td>
<td>0.275</td>
<td>1.3e5</td>
<td>3.4e5</td>
<td>1.2e5</td>
<td>1.5e5</td>
<td>1.7e5</td>
<td>10</td>
<td>1.05</td>
<td>1.1e6</td>
<td>7.8</td>
<td>7.8</td>
</tr>
</tbody>
</table>
The value of $V_{\text{prop}}^{\text{ramp}}$ is the same value as $V_{\text{prop}}^{\text{linear}}$ because of $0 \leq \Delta t^{\text{ramp}} \leq \Delta t^{\text{linear}}$ in Eq. (25).

** The value of $\sigma$ is calculated from Eq. (3), which is applicable to Model A, D, E, and F. The other Models are applied to the condition listed in Table 2.

*** The value of $V_{\text{prop}}^{\text{sim}}$ could not be obtained because of spontaneous propagation, which is not applied to Figures ??.

<table>
<thead>
<tr>
<th>J</th>
<th>0.36</th>
<th>1.2</th>
<th>0.9</th>
<th>0.9*</th>
<th>1.7</th>
<th>1.8</th>
<th>7.5</th>
<th>0.91</th>
<th>3.2e7</th>
<th>8.6</th>
<th>8.6</th>
<th>1.3e-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.54</td>
<td>1.7</td>
<td>0.96</td>
<td>0.96*</td>
<td>1.5</td>
<td>1.6</td>
<td>5.0</td>
<td>0.52</td>
<td>4.0e7</td>
<td>7.7</td>
<td>40</td>
<td>1.4e-2</td>
</tr>
<tr>
<td>B</td>
<td>0.43</td>
<td>1.4</td>
<td>1.1</td>
<td>1.1*</td>
<td>1.6</td>
<td>1.6</td>
<td>6.25</td>
<td>0.35</td>
<td>4.7e7</td>
<td>5.5</td>
<td>51</td>
<td>1.4e-2</td>
</tr>
<tr>
<td>C</td>
<td>0.43</td>
<td>5.2</td>
<td>2.4</td>
<td>2.4*</td>
<td>5.6</td>
<td>5.8</td>
<td>6.25</td>
<td>0.76</td>
<td>8.1e6</td>
<td>28</td>
<td>25</td>
<td>7.8e-3</td>
</tr>
<tr>
<td>D</td>
<td>1.1</td>
<td>4.1</td>
<td>0.81</td>
<td>0.81*</td>
<td>1.356</td>
<td>1.413</td>
<td>2.5</td>
<td>1.04</td>
<td>3.3e7</td>
<td>41</td>
<td>21</td>
<td>1.6e-2</td>
</tr>
<tr>
<td>E</td>
<td>0.54</td>
<td>7.0</td>
<td>2.7</td>
<td>2.4</td>
<td>3.2</td>
<td>3.4</td>
<td>5.0</td>
<td>0.64</td>
<td>1.2e7</td>
<td>37</td>
<td>19</td>
<td>1.4e-2</td>
</tr>
<tr>
<td>F</td>
<td>1.1</td>
<td>3.0</td>
<td>1.2</td>
<td>1.2*</td>
<td>2.0</td>
<td>2.1</td>
<td>2.5</td>
<td>0.77</td>
<td>8.8e6</td>
<td>19</td>
<td>40</td>
<td>1.1e-2</td>
</tr>
<tr>
<td>G</td>
<td>0.31</td>
<td>62.4</td>
<td>62</td>
<td>55</td>
<td>127</td>
<td>137</td>
<td>8.75</td>
<td>0.82</td>
<td>3.0e5</td>
<td>273</td>
<td>14</td>
<td>8.7e-4</td>
</tr>
<tr>
<td>H</td>
<td>0.275</td>
<td>1.8e3</td>
<td>4.5e3</td>
<td>2.2e3</td>
<td>3.2e3</td>
<td>3.6e3</td>
<td>11.25</td>
<td>0.68</td>
<td>4.8e3</td>
<td>5.8e3</td>
<td>8.7</td>
<td>7.2e-5</td>
</tr>
<tr>
<td>J</td>
<td>0.275</td>
<td>1.1</td>
<td>0.95</td>
<td>0.95*</td>
<td>1.49</td>
<td>1.52</td>
<td>7.5</td>
<td>0.91</td>
<td>7.8e7</td>
<td>4.0</td>
<td>14</td>
<td>1.5e-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>iv</th>
<th>strike</th>
<th>26.9</th>
<th>454**</th>
</tr>
</thead>
<tbody>
<tr>
<td>v</td>
<td>dip</td>
<td>44.0</td>
<td>744**</td>
</tr>
<tr>
<td>vi</td>
<td>dip</td>
<td>50.9</td>
<td>861**</td>
</tr>
</tbody>
</table>

** The value of $\sigma$ is calculated from Eq. (3), which is applicable to Model A, D, E, and F. The other Models are applied to the condition listed in Table 2.

*** The value of $V_{\text{prop}}^{\text{sim}}$ could not be obtained because of spontaneous propagation, which is not applied to Figures ??.
Highlights:

- We derive a new theoretical relation between aseismic slip propagation speed, rate-and-state friction properties and normal stress.
- We quantitatively explain, to first order, the afterslip propagation speed obtained in simulations.
- Key parameters of the propagation speed are shear stress loading, effective normal stress and direct term of the friction law.
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