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APPENDIX A: MOCKS ADDITIONAL FEATURES

Let us provide more details about how the virtual photometry has
been computed.

A1 Calibration of the dust attenuation

A1.1 Dust-to-metal mass ratio

Dust attenuation is implemented assuming that the distribution of
gas metallicity is a good proxy for the dust distribution. This com-
putation implies to choose a value for the dust-to-metal mass ratio,
i.e. to define which fraction of metals are locked into dust grains.
For the sake of simplicity, the dust-to-metal mass ratio is assumed
constant, though some works have shown that it could vary with
redshift or within a same galaxy as a function of metallicity (e.g.
Galametz et al. 2011; Mattsson et al. 2012; De Cia et al. 2013;
Fisher et al. 2014). Most of the time, the implementation of dust
attenuation in simulations uses a dust-to-metal ratio of 0.4 (e.g.
Jonsson 2006), which is the Milky-Way value (Dwek 1998). Nev-
ertheless, there is no evidence that this factor, derived from high-
resolution models of our Galaxy, should be used at face value in the
simulation, especially because the spatial resolution (∼ 1 physical
kpc) of the simulation implies that dust scattering and absorption
occurs at the subgrid scale. One expects therefore that the emer-
gent dust attenuation will depend on the smaller scale distribution
of dust and metals, which are not resolved. Given the low resolution
of the simulation, we do not implement a two-component dust at-
tenuation models to account separately for dust obscuration in both
birth clouds and diffuse interstellar medium, although this has been
successfully implemented elsewhere (Trayford et al. 2015).
In addition, prior to converting the metal mass into dust mass, it
is important to reproduce the correct gas phase metallicity in the

simulation. As discussed in Kaviraj et al. (2017), the relatively low
resolution reached in HORIZON-AGN implies a delayed enrich-
ment of star-forming clouds, which underestimates the gas phase
metallicity compared to observations. To correct for this, a redshift-
dependent boosting factor (varying from 4 at z ∼ 0 to 2.4 at z ∼ 3)
has been computed in order to brings the simulated mass-gas phase
metallicity relation in agreement with obsevations from Mannucci
et al. (2010) at z = 0, 0.7, 2.5 and Maiolino et al. (2008) at z = 3.5.
However, the normalization of the mass-gas metallicity relation un-
dergoes large variations depending on the chosen observable used
to measure gas metallicity, up to a factor of 5 (see e.g. Andrews
& Martini 2013). In particular, the renormalisation of HORIZON-
AGN gas phase metallicity tends to align onto the highest values
derived from observations (namely using the R23 method, see e.g.
Lian et al. 2015). As a consequence, one can expect the boosting
factor derived in Kaviraj et al. (2017) to be an upper limit. In fact,
while comparing the simulated galaxy counts with COSMOS2015
in various bands as a function of redshift after renormalizing the
gas-phase metallicity, we find that a dust-to-metal mass ratio of 0.4
is excessive as it results in too few galaxy counts compared to ob-
servations. Therefore, we empirically choose a dust-to-metal mass
ratio of 0.2, which yields an overall better agreement with the ob-
served counts in all bands at all redshifts.

A1.2 Attenuation curve

Beyond the dust mass distribution in the galaxy, the amount of ex-
tinction at a given wavelength will be dependent upon the chosen
attenuation curve. In this work, the RV = 3.1 Milky Way dust grain
model by Weingartner & Draine (2001) is used for post-processing
the simulated galaxies. This model includes in particular the promi-
nent 2175 Å-graphite bump. In the simulation, the spectrum of
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Figure A1. Extinction curves used when fitting the photometry to get the
physical properties (red solid line and green dashed line) and the average
extinction for ∼ 1000 HORIZON-AGN galaxies randomly selected (blue
dashed-dotted line). The vertical dashed line indicates the median wave-
length of the NUV filter.

each stellar particle, assumed to be a SSP, is attenuated with this
model and knowing the specific dust column density in front of
each particle. However, when summing up the contribution of all
the SSPs, we find that the overall attenuation curve of the resulting
galaxy spectrum is less steep and the bump tends to reduce. As dis-
cussed in Fischera & Dopita (2011), turbulence can further reduce
the bump and flatten the extinction curve. Fig. A1 presents the ex-
tinction curve in HORIZON- AGN as averaged over one thousand
galaxies randomly selected, and the two curves used in LEPHARE

for the computation of stellar masses and SFR. kλ is defined as
Aλ/E(B − V ). None of the two curves used in LEPHARE can cor-
rectly reproduce the one in HORIZON-AGN, and this discrepancy
is likely to be the reason for the bimodality in the SFR, as further
discussed in Appendix B.

A2 IGM absorption

In order to implement the IGM absorption, the Lyman-α forest is
implemented on each galaxy line-of-sight from the gas density, ve-
locity and temperature in the IGM in front of the galaxy.
Let us consider the line-of-sight of a background source emit-
ting at the observed wavelength λ0. Here λα = 1215.7 Å corre-
sponds to the transition from the ground state to the first excited
state of the Hydrogen atom. The wavelength of the photons emit-
ted by the background source spectra are redshifted by a factor of
(1 + z). At some point the light from the source will be redshifted
at λα = 1215.7 Å. At this point, it may be absorbed by HI from the
IGM. The probability of transmission of the light at the observed
frequency ν0 will be given by:

F (ν0) = e−τα (ν0) , (A1)

where τα (ν0), the Ly-α optical depth at the observed frequency ν0
is given by

τα (ν0) =
∫ xs

0
dx
σαnHI(x, z)

1 + z
, (A2)

where x is the comoving coordinate of the comoving point varying
along the line of sight between the observer (x = 0) and the source

(x = xs), z is the corresponding redshift, nHI the neutral hydrogen
density at point x and redshift z, and σα the Ly-α cross-section.
Here σα is a function of the frequency ν of the photon with respect
to the rest frame of the neutral hydrogen at position x. Here ν =
ν0(1 + z)(1 + v/c), where v is the peculiar velocity along the line-
of-sight. So σα may be then written as

σα =
σα,0 c

b(x, z)
√
π

e
−

(
v(x, z)(1 + z)ν0 − cνα + c(1 + z)ν0

)2

ν2
αb2(x, z) ,

where b(x, z) =
√

2kBT (x, z)/mp , σα,0 = (3πσT/8)1/2 f λα, with
σT = 6.25×10−25cm2 the Thomson cross-section, and f = 0.4162
the oscillator strength. As we do not save the neutral hydrogen out-
puts for HORIZON-AGN, the neutral hydrogen density is computed
in post-processing by considering that the fraction xHI = nHI/nH
is a balance between photo-ionizations, collisional ionizations and
recombinations. At equilibrium with the cosmic UV background
field, it yields:

α(T )ne(1 − xHI) = γ(T )nexHI + ΓxHI , (A3)

where α and γ are the collisional recombination and ionisation
rates, Γ is the photoionisation rate, and ne is the free electron num-
ber density. Considering a uniform background radiation field as
implemented in the simulation, the photoionisation rate is assumed
to be spatially uniform. Its overall normalization is quite uncertain
and is adjusted in order to match the PDF of the transmitted flux at
z = 1.5, z = 2, z = 2.5 and z = 3 (see and e.g. Theuns et al. 1998;
Bolton et al. 2005; Lukić et al. 2015; Bolton et al. 2017). The chem-
ical composition of the IGM is close to primordial, so it can safely
be assumed that ne receives contribution only from ionised Hydro-
gen and Helium (assumed entirely in its fully ionized form), which
allows to determine its composition (Choudhury et al. 2001). Pre-
scriptions from Black (1981) are used to determine the collisional
recombination and ionisation rate as a function of gas temperature.

In order to take into account the full Lyman series absorption,
we assume that the only difference between Lyman-α and other Ly-
man transition comes from different absorption cross-sections. This
modelling hence neglect different widths of Lorentz profiles from
one transition to an other, but this is expected to be a secondary
effect (Iršič & Viel 2014).

Eventually, galaxy spectra are then multiplied with the
Lyman-series absorption lines. Fig. A2 shows the median absorp-
tion by the IGM in the u and B bands as a function of redshift and
compares with the litterature (Meiksin 2005; Inoue et al. 2014). The
median absorption in a given band will also depends on the hard-
ness of the galaxy UV spectrum, and on the presence or absence of
Lyman-limit systems (Meiksin 2005). On overall, our implementa-
tion of IGM absorption matches well the litterature. As noted in e.g.
Inoue et al. (2014), the Madau model tends to slightly overestimate
the correction at z > 3 compared to observations, and therefore
also overestimate the correction of our virtual galaxies.

A3 Flux error implementation

Implementing realistic errors on the flux is crucial for the accu-
racy of our forecasts to retrieve correct redshift and masses. To this
end, we compute flux errors for our mock galaxies and perturb their
fluxes accordingly.
For the COSMOS-like catalogue, this implementation is done in
each band while relying on the COSMOS2015 catalogue. The real



Appendices 3

2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8
z

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

m
ex

t-m
in

t

Horizon-AGN, u
Inoue+14, u
Horizon-AGN, B
Meiksin+05, B435

Figure A2. Median absorption by the IGM in the u, and B bands as a
function of redshift for HORIZON-AGN galaxies. Here mint and mext are
respectively the intrinsic magnitudes and magnitudes after IGM absorption.

dataset is split in small bins of flux1. In each bin the flux error dis-
tribution is fitted with a Gaussian function. The HORIZON-AGN
catalogue is then divided in the same way. For each simulated
galaxy in a given bin, and for each COSMOS filter, an error is ran-
domly chosen according to the COSMOS2015 error distribution.
Galaxy apparent fluxes, which initially corresponded “exactly” to
the star particles’ content, are now perturbed according to their
1σ error. We note that for this implementation, the intrinsic fluxes
from HORIZON-AGN are confronted to the -already perturbed- ob-
served ones. As a result, the horizontal width of the faint-end tail
tends to be larger in the simulation as in observations.
For the Euclid-like, LSST-like and Euclid+LSST catalogues, er-
rors are implemented according to the COSMOS2015 flux error
distribution in the closest filters pass-bands, and shifted according
to the expected depth of the surveys at similar number of σ. We
emphasize that, although reasonable, these errors might no reflect
the specific noise of the survey, and in any case it does not take into
account possibly systematics in the photometry.
Fig. A4 shows the distribution of 1σ errors, as a function of total
magnitudes, in several bands in HORIZON-AGN (grey area) and
compares them to observed data (red area) when available (for the
COSMOS-like sample). The adopted depths in all bands are sum-
marised in Table A1. Fig. A3 presents the simulated galaxy count
in the r and Ks bands in bins of redshift and compares them to
the counts from COSMOS2015. Several features can be noticed.
First of all the HORIZON-AGN simulated catalogue is mass lim-
ited while COSMOS2015 is not, which explains the drop-off of the
count at faint magnitudes in the Ks band at low-redshift. Part of
the discrepancy at bright magnitudes is driven by the smaller area
covered by HORIZON-AGN (1deg2) compared to COSMOS2015
(∼1.4deg2). Finally, we find that the galaxy counts are overesti-
mated at the faint end of the distribution. This effect has already
been discussed in Kaviraj et al. (2017) and is mostly driven by stel-
lar feedback not being strong enough in HORIZON-AGN.

1 In COSMOS2015 the total fluxes are computed from the corrected aper-
ture magnitudes (using the offset defined in Equation 4 of L16), and then
accounting for the Galactic foreground extinction (following their Equa-
tion 10).

Survey band depth

u 26.6
B 27.0
V 26.2
r 26.5
i+ 26.2

COSMOS-like z++ 25.9
3σ depth, Y 25.3

extended sources J 24.9
H 24.6
Ks 24.7
IB 25-26

riz 24.5
Euclid-like Y 24.0
5σ depth, J 24.0

extended sources H 24.0

g 24.6
DES-like r 24.1
5σ depth, i 24.0

extended sources z 23.9

u 26.3
g 27.5

LSST-like r 27.7
5σ depth, i 27.0

extended sources z 26.2
y 24.9

Table A1. A summary of the adopted depths in all bands. The depths of
intermediate bands (IB) are detailed in Laigle et al. (2016).

A4 Stellar mass loss

Let us discuss the prescriptions used in both hydrodynamical sim-
ulations and stellar population synthesis models to take into ac-
count stellar mass losses due to galactic winds, remnants and su-
pernovae. The impact on the comparison between simulated and
observed data is not negligible if the two samples rely on different
prescriptions.

In HORIZON-AGN, the stellar mass loss is modelled as a
function of time and metallicity assuming that stars are distributed
with a Salpeter (1955) IMF and supernovae type Ia occur with the
frequency described in Greggio & Renzini (1983), assuming a bi-
nary fraction of 5 percent. To compare to SED-fitting estimates,
one may either rescale the M∗ values in the simulation by a factor
∼1/1.7 (the usual conversion from Salpeter to Chabrier IMF, e.g.
Santini et al. 2011) or perform the SED fitting with BC03 templates
that assume a Salpeter IMF. Neither of these solutions is sufficient
to fully remove the bias because even when the IMF is the same,
the resulting fraction of ejected stellar mass may significantly dif-
fer. In other words, the mass of HORIZON-AGN stellar particle
also account for remnant mass. Different SSP models will imple-
ment their formation differently, and therefore at a given time and
metallicity the remnant mass will change from one model to the
other. Fig. A5 presents the mass evolution of a SSP as a function of
time in HORIZON-AGN and using the Maraston (2005) and BC03
models.
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Figure A3. Galaxy total magnitude count in the r-band (left) and Ks band (right) as a function of redshift in COSMOS2015 (red squares) and HORIZON-AGN
(sold line). COSMOS2015 photometry is corrected for Galactic extinction.

To account for this discrepancy, one possible solution is to
choose a SED-fitting library based on a stellar population synthe-
sis model whose features are in better agreement with that used in
the simulation. However, we cannot modify LEPHARE as we want
to compare our findings to COSMOS2015’s and therefore be con-
sistent with the set-up used for that catalogue. Instead, we prefer
to correct the HORIZON-AGN virtual photometry by matching a
BC03 SSP to each hydrodynamical particle at the time of its for-
mation. We let the SSP evolve so that at any age of the stellar par-
ticle we can compute the mass loss fraction according to the BC03
model.

We stress that these details, related a-priori to the “sub-grid
physics”, should be reconciled before comparing the simulation to
real data (e.g., Henriques et al. 2015). However, although most of
the studies take into account the IMF conversion, it is difficult to
find in the literature comparisons that correct for the different stellar
mass loss parametrisation (see e.g., Davidzon et al. 2018).

A5 Limitations of our modelling

It should be finally emphasized that our end-to-end modelling still
has shortcomings, which are listed below.

No systematics in the photometry Although statistical photomet-
ric errors are consistently implemented in the virtual dataset (see
Section A3), systematics arising when extracting the photometry
from the images (blending of objects, clumpy objects possibly split
at the extraction, lensing magnification and PSF, image artefacts)
are not accounted for here and will be the topic of future work.

Spatially constant IMF and stellar mass loss prescriptions Our
modelling also ignores specific aspects of galaxy evolution which
can modify the photometry. For example, nebular emission lines
are not implemented in the photometry. Furthermore, the pipeline
implicitly assumes that the IMF does not spatially vary within
the galaxies, and is perfectly known at the SED-fitting stage. A

Chabrier IMF (Chabrier 2003) is de facto used both when comput-
ing the photometry from the simulated catalogue and to build the
galaxy template library for SED fitting. Fitting the galaxy photom-
etry with a different IMF from the one chosen to compute this pho-
tometry would obviously lead to new systematics in the stellar mass
computation. In addition to the choice of the IMF, which controls
the amount of stars formed as a function of their mass (and there-
fore in particular the overall mass-to-light ratio), the chosen pre-
scription for stellar mass losses as a function of time and metallicity
is important. In the work presented here, the simulated photometry
is computed with BC03 SSP templates (see Section A4), and fit-
ted with a SED library which includes a higher diversity of stellar
mass loss prescriptions. Therefore, we do not assume to know a
priori the stellar mass loss prescriptions of the simulated galaxies,
and effectively the best-fit is not always a BC03 template. However,
in practice the simulated galaxies have all the same stellar mass loss
prescriptions, and these prescriptions are spatially constant within
the galaxies: this is unlikely to be the case in the real Universe.
Therefore the simulated galaxy population present less diversity
than the observed one, and one could expect the SED-fitting to per-
form much better on the HORIZON-AGN Universe than on the real
one.
In despite of these limitations, we found that the zphot accuracy
of the virtual catalogue is comparable to that of COSMOS2015.
This suggests that varying IMF and stellar mass loss prescriptions
should not dramatically impact redshift reconstruction, which in-
deed relies on galaxy colours (i.e. the relative values of flux in
different bands, and not the absolute value of the flux). Only the
redshift errors are lower in the simulated catalogue with respect
to the real one. However a much larger and systematic impact on
stellar mass and SFR is expected, and the reconstruction accuracy
quoted in the main paper should be understood as an optimistic
case. On the other hand, we have shown that with a very good pho-
tometry stellar masses are well retrieved (within 0.12 dex) with the
COSMOS-like configuration when the IMF is fixed. Therefore, one
can expect that all additional systematics will be driven by the un-
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from UVISTA, and z-band from LSST will be ∼ 0.3 dex deeper than the
current z++ band from Subaru.
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Table B1. Statistical errors (NMAD) and percentage of catastrophic errors
(η) in different i magnitude bins, without absorption, with IGM absorption
and with both dust and IGM absorption.

i band No absorption IGM IGM+dust
mag NMAD η (%) NMAD η (%) NMAD η (%)

(22,23] 0.009 0.0 0.009 0.0 0.008 0.0
(23,24] 0.013 0.0 0.013 0.0 0.014 0.0
(24,25] 0.022 0.6 0.021 0.4 0.026 0.5
(25,26] 0.049 8.7 0.045 7.6 0.052 9.2

certainty on the IMF. Comparing the mass from the SED-fitting
with an independent measurement (kinematics, small-scale lens-
ing) can therefore be a way to constrain the IMF.

APPENDIX B: IMPACT OF ABSORPTION ON SED

Dust attenuation is implemented in the virtual photometry as post-
processing at the scale of ∼1 kpc, following the prescription de-
tailed in Appendix A. In particular, at equal dust mass, the result-
ing attenuation of the total spectrum will depend on the geometry
of the galaxy and the angle under which it is seen. Conversely, at
the SED-fitting stage, dust attenuation is kept as simple as possible
and therefore does not depend on galaxy geometry: all the SSPs are
assumed to undergo the same attenuation given a specific attenua-
tion curve. In a similar way, IGM absorption is implemented in the
HORIZON-AGN lightcone independently for each galaxy, known-
ing the foreground distribution of HI. However, at the SED-fitting
stage, IGM absorption is accounted for with an average redshift-
dependent relation for all galaxies. These differences can play a
role in driving the scatter and the systematic trends observed in
mass and star-formation rate comparison. Further details on this
effect are presented now.

B1 zphot performance

LEPHARE is run with 3 different input photometric catalogues, in
order to show the impact of dust and IGM on zphot. The main run
(presented in Section ??) includes both inter-galactic and intra-
galactic (dust) absorption. An additional run is performed on an
input photometry that does not include absorption from either com-
ponents, and the last one is performed on an input photometry that
includes only inter-galactic absorption. The comparison of the per-
formance of these runs directly tells us about the impact of inho-
mogenous IGM and spatially varying dust absorption on the SED-
fitting performance.
Results of the zphot performance for no absorption, IGM-absorption
only and IGM+dust absorption are presented in Table B1. On over-
all IGM slightly helps to constrain the zphot. However, as discussed
in the main text, we note that overestimating the IGM absorption at
the SED-fitting stage can make a large fraction of the catastrophic
outliers falling in [zsim > 2.5] ∩

[
zobs < 1.5

]
. Adding dust to the

photometry reduces slightly the performance. Table B1 has to be
interpreted with caution however. In a given magnitude bin, the
dust-free catalogue probes a galaxy population which can overlap
a fainter magnitude bin in the dusty catalog. In other words, not
only the presence/absence of dust drives the difference in the per-
formance of the zphot in a given magnitude bin, but also the possible
differences in the intrinsic SED of the galaxies.
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Figure B1. Comparison, in different zsim-bins, between stellar masses estimated through SED fitting and intrinsic values. Dust attenuation is included in the
upper set of panels, while in the lower plots dust-free photometry has been used in the SED fitting. In both cases, the redshift is fixed to its intrinsic value
(zsim) during the computation. In each panel, the solid line is the 1:1 relation while dashed lines show ±0.3 dex offset from it.
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Figure B2. Comparison, in different zsim-bins, between SFR estimated through SED fitting and intrinsic values. Dust attenuation is included in the upper set
of panels, while in the lower plots dust-free photometry has been used in the SED fitting. In both cases, the redshift is fixed to its intrinsic value (zsim) during
the computation. In each panel, the solid line is the 1:1 relation while dashed lines show ±0.3 dex offset from it.
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B2 Stellar mass estimation

As the impact of IGM is limited at the very high redshift, the sub-
sequent analysis focus on the impact of absorption as a whole on
stellar mass and SFR estimates. In order to isolate the effect of
absorption, the physical parameter estimation is done at the intrin-
sic redshift of the galaxies (i.e. the mass and SFR uncertainties do
not include the zphot uncertainties) on two input photometric cata-
logues (with and without absorption).

Fig. B1 presents the comparison between the intrinsic and ob-
served stellar mass, for galaxies selected at Ks < 24.7. Horizon-
tal orange arrows indicate the mass completeness in each redshift
bin. Without absorption, mass completeness is naturally better as
galaxies are brighter. Dust attenuation induces a negligible overes-
timation of the observed stellar mass especially at high redshift and
for massive galaxies. This is expected, as the mass estimates is es-
sentially provided by the NIR bands which are barely affected by
the dust. However, when only optical bands are available (e.g. in
the LSST-only configuration), dust is expected to have a more dra-
matic effect, similar to the one observed in the SFR computation
(see the discussion below).

Without any kind of absorption (bottom panel), there is a per-
sistent underestimation of stellar mass by at most 0.1 dex at low
redshift, owing to the simplistic SFHs and metallicity distributions
in the template library. As noted before (see Section ??) the effect
of dust (overestimation) and SFHs (underestimation) can act in op-
posite direction and therefore tend to compensate each other.

B3 SFR estimation

Fig. B2 presents the comparison between the intrinsic and observed
SFR, for galaxies selected at Ks < 24.7 and 0.2 < z < 4. The
effect of dust is dramatic: it drives a large scatter and a bimodal-
ity, with a systematic overestimation of the SFR for a fraction
of the population up to at least z ∼ 2.5. This is a consequence
of the degeneracy between dust and SFR. Fig. B3 isolates what
in the dust modelling drives the effect. The comparison between
SFR estimated from the best-fitted template and the intrinsic SFR
is presented at 1.1 < z < 1.5. The diagram is colour-coded by
the extinction curve used in the fit (left panel) and ∆ANUV

(right

panel), where ∆ANUV
= Asim

NUV
− Aphot

NUV
. Qualitatively, when the

best-fit template is derived using Arnouts et al. (2013)’s extinction
curve, ANUV is overestimated and the SFR is consequently over-
estimated. The reverse happens when the best-fit template is atten-
uated using Calzetti et al. (2000)’s extinction curve.

APPENDIX C: ZERO-POINT MAGNITUDE OFFSETS

It is common in the literature to apply an offset to apparent magni-
tudes in order to correct for systematics due to calibration discrep-
ancies between different filters (e.g., Ilbert et al. 2013). These off-
sets are computed by LEPHARE using a spectroscopic sub-sample:
the code fits galaxy SEDs after fixing their redshifts at the spec-
troscopic value, then it compares the magnitude observed in each
filter to the one of the best-fit model (i.e., the template minimiz-
ing the reduced χ2). An offset is added in each filter to reduce the
difference between predicted and observed magnitudes. The code
iterates the procedure until convergence, finding the final values of
the zero-point offsets that will be add by default in the next LEP-
HARE runs.

Although such a procedure is quite efficient at improving

-1 0 1
-1

0

1

attenuation law

-1 0 1

ANUV

-0.3 0.0 0.3 -2 -1 0 1 2

log SFRsim/M /yr 1

lo
g 

SF
R p

ho
t/M

/y
r

1

Figure B3. Comparison between SFR estimated from SED-fitting and in-
trinsic values at 1.1 < z < 1.5. Left: The diagram is colour-coded by the
attenuation law used in the best-fit template. Values of 0.5 and -0.5 are given
to galaxies fitted with Arnouts et al. (2013) and the modified Calzetti et al.
(2000) respectively. Right: The diagram is colour-coded by the difference in
the attenuation computed in the NUV band between the one of the best-fit
template, and the intrinsic one: ∆ANUV

= Asim
NUV − Aphot

NUV .

SED-fitting results, they might also introduce a bias if the used
spectroscopic sub-sample is not representative of the whole pop-
ulation. Moreover zero-point offsets correct, at least partly, for pos-
sible incompleteness in the template library. For this reason some
authors prefer not apply them, e.g. when deriving stellar masses,
because besides solving calibration issues they may affect the phys-
ical interpretation of the SED fitting results (see Moutard et al.
2016).

We compute the zero-point offsets in the COSMOS filters, not
for a spectroscopic-subsample but for the whole galaxy catalogue.
All the offsets are found to be smaller than 0.02 mag, which is
of the order of the minimal photometric errors, with the exception
of 0.029 and 0.039 mag in the z++ and Ks band respectively. In
COSMOS2015 these offsets are generally much larger (see e.g. Ta-
ble 4 in Laigle et al. 2016), an indication that in real datasets they
are mainly coming from calibration issues. Because such issues are
not present in the virtual photometry, there is no need to include
zero-point offsets to our virtual magnitudes.

APPENDIX D: ESTIMATING THE REDSHIFT ERRORS

D1 Robustness of σfit
z

By measuring the cumulative distribution of |zp − zs |/(1 + σfit
z )

in bins of magnitudes (figure 13 in L16) for the high-confidence
spectroscopic sub-sample in COSMOS, L16 concluded that σfit

z
derived by LEPHARE underestimates σtrue

z , with a trend increasing
with fainter magnitudes. In an effort to better quantify this trend,
Figure C displays logσtrue

z /σfit
z in bins of magnitude and redshift

for the COSMOS spectroscopic sample (extreme left panel) and the
HORIZON-AGN (middle left panel) simulated sample. This plot
highlights that HORIZON-AGN presents also an underestimation
of σfit

z at bright magnitudes in the redshift range 1 < z < 2.5.
This underestimation might be due either to a remaining under-
estimation of magnitude errors, or to a lack of representativeness
of the template library. The distribution of the reduced χ2 in this
plane (middle right panel) speaks in favour of this claim, as the
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Figure C1. The plane zs (either spectroscopic redshift for COSMOS or intrinsic redshift in HORIZON-AGN) versus apparent magnitude in the i+-band color-
coded by log(σtrue

z /σfit
z ) in COSMOS2015 (extreme-left) and HORIZON-AGN (middle-left), the reduced χ2 in HORIZON-AGN (middle right) and log(Ngal)

in HORIZON-AGN.

regions with higher χ2 broadly match those where σfit
z is underes-

timated the most. The underestimation is more severe in COSMOS,
because the real photometry presents more diversity than the simu-
lated one.

D2 Catastrophic outliers

Let us now investigate what causes the higher fraction of catas-
trophic outliers in the observed zCOSMOS sample (Lilly et al.
2007) with respect to the virtual photometric catalogue, as dis-
played in Fig. 2 in the main text. It is important to check if this
discrepancy is driven by additional observational limitations (spec-
troscopic redshift misidentification2, crowed photometry, etc.) in-
dependent on photometry modeling, or if the virtual photometric
catalogue actually misses some essential components of the real
galaxy population, which would make it a poor predicator of the
accuracy of SED-fitting performance.
Let us therefore focus on the failure for the objects marked as red
squares on Fig. 2 in the main text. After individual inspection of
the spectroscopy and the photometry for each of these objects, we
conclude that in the large majority of the cases, the failure arises
because of one of the two reasons:

Uncertain photometry This case happens for ∼ 35 per cent of
the outliers. The photometry extraction might be uncertain because
of clumpy galaxies which might be over-split or even identified as
two different objects, or on the contrary because of blended ob-
jects (which is an issue particularly severe for NUV or IRAC bands
given the confusion limit). In the latter case, removing the IRAC
bands in the SED fitting improves the match with the spectroscopic
redshifts. This process does not impact the virtual catalogue be-
cause the identification of the virtual galaxies is done directly in
3D.

Spectroscopic misidentification For another ∼35 per cent of the
outliers, a second object on the VIMOS slit of a length of > 10′′

2 This is a potential issue specific to the zCOSMOS-Deep sample,
zCOSMOS-Bright being much more secure.

ID 676534 ID 431122

Figure D1. Examples of spectroscopic or photometric issues, not repro-
duced in our simulation, leading to zphot catastrophic failures. Images from
the Subaru i band are shown here as 20′′ × 20′′ postage stamps centred
on the target galaxy (purple circle). ID numbers are from COSMOS2015.
Left: The purple frame indicates the 10′′-long VIMOS slit (1′′ width) and
the green circle is the on-slit misidentified observed object. Right: blending
issue where a nearby, brighter galaxy contaminates the photometry of the
target

is misidentified as the target in the zCOSMOS-Deep observations.
Therefore, the spectroscopic redshift attributed to the original tar-
get is erroneous. In Figure D1, an example of the misidentification
issue is shown. We found that these zspec often agree well with
the photometric objects of the second on-slit objects. The full de-
scription on the zCOSMOS-Deep sample and the redshift evalua-
tion will be given in a future paper (Lilly et al., in prep).
Finally note that for a few outliers in COSMOS at low redshift,
removing the NUV photometry in the SED-fitting improves the
match with the spectroscopic redshifts. Recall that the NUV band
is not used in the SED fitting of the HORIZON-AGN COSMOS-
like catalogue, which could also be a reason for the lower fraction
of outliers.
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