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Abstract—We present the Distributed and Localized Model Predictive Control (DLMPC) algorithm for large-scale structured linear systems, wherein only local state and model information needs to be exchanged between subsystems for the computation and implementation of control actions. We use the System Level Synthesis (SLS) framework to reformulate the MPC problem as an optimization problem over closed loop system responses, and show that this allows us to naturally impose localized communication constraints between sub-controllers, such that only local state and system model information needs to be exchanged for both computation and implementation of closed loop MPC control policies. In particular, we show that the structure of the resulting optimization problem can be exploited to develop an Alternating Direction Method of Multipliers (ADMM) based algorithm that allows for distributed and localized computation of control decisions. Moreover, our approach can accommodate constraints and objective functions that couple the behavior of different subsystems, so long as the coupled systems are able to communicate directly with each other, allowing for a broader class of MPC problems to be solved via distributed optimization. We conclude with numerical simulations to demonstrate the usefulness of our method, and in particular, we demonstrate that the computational complexity of the subproblems solved by each subsystem in DLMPC is independent of the size of the global system.

I. INTRODUCTION

Model Predictive Control (MPC) has been shown to provide broadly applicable solutions for many industrial applications. However, the recent need to control increasingly large-scale distributed systems - such as power networks, intelligent transportation systems, and communication networks - poses a challenge. Large-scale distributed systems are often impossible to control with a centralized controller, and moreover, even when such a centralized controller is implementable, the high computational demand of MPC renders it impractical. Thus, efforts have been made to develop distributed MPC algorithms, wherein each sub-controller solves a local optimization problem and coordinates appropriately with other sub-controllers.

The degree of coordination allowed between sub-controllers plays a key role in determining the tractability of distributed optimal control problems [1], and this is equally true in the context of distributed MPC. As noted in [2], the kind of coordination that can be achieved is largely dependent on the topology of the communication network across which sub-controllers can exchange information. If a network is strongly connected and allows for global communication then every subsystem in the network (eventually) receives information about every other subsystem; conversely, if only local communication is allowed, each subsystem can only receive information from those sub-controllers within its local set of neighbors. Distributed MPC algorithms relying on a global communication scheme have proved to be very successful when applied to systems of moderate size ([3], [4]). However, this approach does not scale well with the size of the full system, as global information sharing is required amongst all sub-controllers, limiting its applicability.

In response to this, Distributed MPC schemes requiring only local exchange of information between sub-controllers have become prominent ([5], [6], [7], [8]). In particular, [6] takes advantage of the sparsity of the system and presents a distributed MPC algorithm that scales gracefully with the size of the network. However, the presented algorithm does not take into account how information propagates in the network - the so-called information structure [9] - and only focuses on the influence from immediate neighbors. Moreover, this work relies on the assumption that a structured localized controller exists, and in order for such a controller to be implementable, a relaxation is necessary, which leads to conservatism in the solution. Another approach was taken in [7], where the authors consider the information structure of the network through an inflow-outflow approach. With only local communication they are able to converge to a globally optimal solution. However, sparsity is not exploited and in order to reduce the computational burden for large networks, once again, an approximation is required.

It therefore remains an open problem as to how to design a distributed MPC algorithm for large-scale systems that takes into account the information exchange constraints of the system and that allows for a distributed implementation and computation of the control law without introducing any approximations or conservatism. This paper closes this gap, and shows that by maximally exploiting the structure of the underlying distributed system, we can define and implement a distributed optimization algorithm that converges to globally optimal solutions, and for which the computational complexity of the sub-problems solved at each subsystem is constant, i.e., $O(1)$, relative to the size of the global system. In particular, we present the Distributed Localized MPC (DLMPC) algorithm for linear time-variant discrete time systems, which requires only local communication of state information and system models between subsystems. By reformulating the MPC problem in the System Level Synthesis framework, the structure of the resulting optimization problem can be exploited to develop an Alternating Direction Method of Multipliers (ADMM) based algorithm that allows for distributed and localized computation of control decisions.
Synthesis (SLS) framework [10], [11], [12], we are able to naturally take into account the information structure of the network by imposing localized constraints on the system responses, and consequently, the communication structure of the resulting controller. In particular, we are able to verify - rather than assume - that a controller with localized implementation exists. Furthermore, by exploiting the sparsity of the resulting closed loop system and the separability properties of often used objective functions and constraints (e.g., quadratic costs subject to polytopic constraints), we are able to distribute the computation via the Alternating Direction Method of Multipliers (ADMM), thus allowing for the online computation of closed loop MPC control policies to be done in a distributed and localized manner. Hence, in the resulting implementation each sub-controller solves a low-dimensional optimization problem defined over its local neighborhood, requiring only local communication of state and model information. We show that no conservatism or approximations are introduced via our formulation, and that under suitable (and standard) regularity assumptions, the algorithm converges to the globally optimal solution. Furthermore, we show that generic convex constraints and objective functions that couple states/inputs of neighboring subsystems can be computed using a distributed implementation via a consensus-like algorithm. To the best of our knowledge, no work before has dealt with such a general class of objective functions and constraints. Through extensive simulations, we demonstrate that by exploiting system structure and localizing communication, the computational complexity of the sub-problems solved at each sub-controller scales as $O(1)$ relative to the full size of the system.

The remainder of this paper is organized as follows. In Section II we present the problem formulation, and in Section III, we introduce the SLS framework and show how to recast the standard MPC problem as an optimization problem over system responses. In Section IV we define and analyze the DLMPC algorithm: in the interest of clarity, we first present our approach for the simplified setting of uncoupled constraints and objectives, and then build upon this simplified setting to present the general approach applicable to convex constraints and objectives that introduce local coupling between subsystems. Section V provides a numerical study to assess the efficacy of the proposed algorithm. In Section VI we end with conclusions and a discussion of directions for future work.

NOTATION

Lower-case and upper-case Latin and Greek letters such as $x$ and $A$ denote vectors and matrices respectively, although lower-case letters might also be used for scalars or functions (the distinction will be apparent from the context). We use bracketed indices to denote the time of the true system, i.e., the system is at state $x(t)$ at time $t$, subscripts denote prediction time indices within an MPC loop, i.e., $x_i$ denotes the $t^{th}$ predicted state, and superscripts to denote iteration steps of an optimization algorithm, i.e., $x^k_i$ is the value of the $t^{th}$ predicted state after the $k^{th}$ iteration. To denote subsystem variables, we use square bracket notation, i.e. $[x]_i$ denotes the components of vector $x$ that correspond to subsystem $i$. Calligraphic letters such as $\mathcal{S}$ denote sets, and in particular lowercase letters such as $c$ denote a subset of $\mathbb{Z}^+$, i.e. $c = \{1, \ldots, n\} \subset \mathbb{Z}^+$. Boldface lower and upper case letters such as $x$ and $K$ denote finite horizon signals and lower block triangular operators, respectively:

$$x = \begin{bmatrix} x_0 \\ x_1 \\ \vdots \\ x_T \end{bmatrix}, \quad K = \begin{bmatrix} K^{0,0} & K^{1,0} & \cdots \\ K^{T,0} & \cdots & \cdots \end{bmatrix},$$

where each $K^{i,j}$ is a matrix of compatible dimension. In this notation, $K$ is the matrix representation of the convolution operation induced by a time varying controller $K_i(x_{0,i})$, so that $u_t = K^{t,i}x$, where $K^{t,i}$ represents the $t$-th block-row of $K$. We use $K(t,c)$ to denote the submatrix of $K$ composed by the rows according to the set $t$ and columns according to the set $c$.

II. PROBLEM FORMULATION

In this section, we formulate the distributed MPC problem, and define the assumptions that we make throughout the remainder of the paper.

A. Distributed and Localized MPC formulation

We consider the discrete-time linear time invariant (LTI) system of the form

$$x(t + 1) = Ax(t) + Bu(t) + w(t),$$

where $x(t) \in \mathbb{R}^n$ is the state, $u(t) \in \mathbb{R}^p$ is the control input, and $w(t) \in \mathbb{R}^n$ is an exogenous disturbance. The system is composed of $N$ interconnected subsystems, as defined by an interconnection topology – correspondingly, the state, control, and disturbance inputs can be suitably partitioned as $[x]_i$, $[u]_i$, and $[w]_i$, inducing a compatible block structure $[A]_{ij}$, $[B]_{ij}$ in the dynamics matrices $(A,B)$. We model the interconnection topology of the system as a time-invariant\footnote{Although we restrict both the dynamics and the interconnection topology to be time-invariant, we believe that extending our results to time-varying dynamics and interconnection topologies will be straightforward, we leave this as future work.} unweighted directed graph $\mathcal{G}(E,V)$, where each subsystem $i$ is identified with a vertex $v_i \in V$ and an edge $e_{ij} \in E$ exists whenever $[A]_{ij} \neq 0$ or $[B]_{ij} \neq 0$.

Example 1: Consider the linear time-invariant system structured as a chain topology as shown in Figure 1. Each subsystem $i$ is subject to the dynamics

$$[x(t+1)]_i = \sum_{j \in \{i-1, i+1\}} [A]_{ij}[x(t)]_j + [B]_{ij}[u(t)]_i + [w(t)]_i.$$

As $B$ is a diagonal matrix, coupling between subsystems is defined by the $A$ matrix – thus, the adjacency matrix of the corresponding graph $\mathcal{G}$ coincides with the support of $A$. As is standard, a model predictive controller is implemented by solving a series of finite horizon optimal control
problems, with the problem solved at time $t$ solved with initial condition $x_0 = x(t)$, over a prediction horizon $T$:

$$
\min_{x_t, u_t} \sum_{t=0}^{T-1} f_t(x_t, u_t) + f_T(x_T)
$$

$$
x_{t+1} = A_t x_t + B_t u_t, \quad t = 0, \ldots, T - 1
$$

$$
x_T \in \mathcal{X}_T, \quad x_t \in \mathcal{X}_t, \quad u_t \in \mathcal{U}_t, \quad t = 0, \ldots, T - 1,
$$

where each of the problems takes the previous measurement of the state, $x_0$, as the initial condition.

Our goal is to define a distributed MPC controller that exploits the underlying structure of the dynamics (1) so that both synthesis, i.e., computing the solution to optimization problem (2), and implementation, i.e., applying the computed control policy, can be done in a distributed manner, while requiring only local exchange of information between sub-controllers. Specifically, we assume that the information exchange topology between sub-controllers matches that of the underlying system, and we further impose that only local information can be exchanged between sub-controllers, where a d-local information exchange constraint means that a sub-controller can only exchange information with its neighbors that are at most $d$-hops away according to the system topology defined by $\mathcal{G}$. We show later that $d$ can be viewed as a design parameter in that varying the size of the localized regions allows for a principled trade-off between the amount of coordination allowed between sub-controllers, the computational complexity of the resulting distributed MPC controller, and the performance that it achieves. Finally, we work with the assumption that no time delay is present in this local communication between subsystems. These information exchange constraints can be imposed on the solution to the MPC problem (2) by enforcing the additional constraint that

$$
[u_t]_k = \gamma_{i,t} \left(\left[ x_{0:t} \right]_j \in \mathcal{I}_i(d), \left[ u_{0:t} \right]_j \in \mathcal{I}_i(d) \right),
$$

for all $t = 0, \ldots, T$ and $i = 1, \ldots, N$, where $\gamma_{i,t}$ is a measurable function of its arguments. As we will demonstrate in the next section, reformulating the MPC optimization problem as one over system responses allows for such information sharing constraints to be naturally, tractably, and scalably imposed, under suitable locality assumptions, which we introduce now.

Assumption 1: The objective function $f_t$ in formulation (2) is such that $f_t(x) = \sum f_{t,i}(x|x_i \in \mathcal{I}_i(d), [u| \in \mathcal{I}_i(d)\})$. The constrain sets in formulation (2) are such that $x \in \mathcal{X} = \mathcal{X}_1 \times \ldots \times \mathcal{X}_n$, where $x \in \mathcal{X}$ if and only if $[x|_j \in \mathcal{I}_i(d) \in \mathcal{X}_i$ for all $i$, and idem for $\mathcal{U}$.

Assumption 1 imposes that whenever two subsystems are coupled through either the constraints or the objective function, they must be within the local region of one another (d-incoming and d-outgoing sets). This is a natural assumption for large structured networks where couplings between subsystems tend to occur at a local scale. Moreover, in order to guarantee recursive feasibility of problem (2) we make the following standard assumption:

Assumption 2: The time horizon $T$ of the MPC subroutine in (2) is sufficiently long to ensure recursive feasibility (Corollary 13.2, §13 in [13]).

In the next section, we show that under these assumptions, we can synthesize and implement a distributed and localized MPC controller by reformulating optimization problem (2) subject to the information exchange constraints (3) as one over structured system responses – to do so, we leverage the System Level Synthesis (SLS) framework.
III. SYSTEM LEVEL SYNTHESIS BASED DLMPC

In this section, we introduce the relevant tools from the SLS framework, and show how it naturally allows for locality constraints [12] to be imposed on the system responses and corresponding controller implementation – for a more extensive overview of the SLS framework and its applications to distributed and robust control, please refer to [12].

A. Time Domain System Level Synthesis

Consider the dynamics of the system (1) evolving over a finite horizon $t = 0, ..., T$, and let $u_t$ be a causal time-varying state-feedback controller, i.e. $u_t = K_t(x_0, x_1, ..., x_t)$ where $K_t$ is some linear map to be designed.

Let $Z$ be the block-downshift operator, i.e. a matrix with identity matrices along its first block sub-diagonal and zeros elsewhere, and define $A := \text{blkdiag}(A_0, A_1, ..., A_{T-1}, 0)$ and $B := \text{blkdiag}(B_0, B_1, ..., B_{T-1}, 0)$. This allows us to write the behavior of the system (1) over the horizon $t = 0, ..., T$ as

$$x = Z(A + BK)x + w,$$  

where $x$, $u$ and $w$ are the finite horizon signals corresponding to state, control input and disturbance respectively as stated in the Notation section. In particular, the initial condition $x_0$ is seen as the first component of the finite horizon signal of the disturbance, i.e. $w = [x_0 \ u_0 \ ... \ u_T]^T$.

The closed loop behavior of the system in (1) under the feedback law $K$ can be entirely characterized by

$$x = (I - Z(A + BK))^{-1}w =: \Phi_xw,$$
$$u = K(I - Z(A + BK))^{-1}w =: \Phi_uw.$$  

The approach taken by SLS is to directly parameterize and optimize over the set of achievable closed loop maps (5) from the exogenous disturbance $w$ to the state $x$ and the control input $u$, respectively.

Theorem 1 (Theorem 2.1, [12]): For the dynamics (1) evolving under the state-feedback policy $u = Kx$, for $K$ a block-lower-triangular matrix, the following are true

1) The affine subspace

$$[I - ZA - ZB]\begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} = I$$  

parameterizes all possible system responses (5).

2) For any block-lower-triangular matrices $\{\Phi_x, \Phi_u\}$ satisfying (6), the controller $K = \Phi_u \Phi_x^{-1}$ achieves the desired response (5) from $w \mapsto (x, u)$.

Theorem 1 allows us to reformulate an optimal control problem over state and input pairs $(x, u)$ as an equivalent one over system responses $\{\Phi_x, \Phi_u\}$ – a detailed description of this transformation for several standard robust and optimal control problems is provided in [12]. For the MPC sub-problem (2), as no driving noise is present, we only have to account for the system response to the initial condition $x_0$.

---

We restrict ourselves to a linear map without loss of generality, as an affine control policy $u_t = K_t(x_0, x_1, ..., x_t) + v_t$ can always be written as a linear policy acting on the augmented state $\tilde{x} = [x; 1]$. i.e. $w = [x_0^T, 0, ..., 0]^T$. Hence, by equation (5), $x = \Phi[0]x_0$ and $u = \Phi[0]u_0$, where $\Phi_x[0]$ and $\Phi_u[0]$ denote the first block column of the block lower triangular response matrices $\Phi_x[0]$ and $\Phi_u[0]$ – in the sequel, we abuse notation and write $\Phi_x[0] = \Phi_x, \Phi_u[0] = \Phi_u$, as in the absence of driving noise, only the first block columns of the system responses need to be computed. This identification allows us to rewrite the MPC sub-problem (2) as

$$\min_{\Phi_x, \Phi_u} f(\Phi_x, \Phi_u)$$
$$Z_{AB} \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} = I$$
$$\text{s.t.} \quad \Phi_x x_0 \in \mathcal{X}^T, \quad \Phi_u x_0 \in \mathcal{U}^T,$$
$$x_0 = x(0),$$

where we let $Z_{AB} := [I - ZA - ZB]$, and $\mathcal{X}^T := \otimes_{t=0}^{T-1} \mathcal{X}_t \otimes \mathcal{X}_T$, and similarly for $\mathcal{U}^T$, and $f$ is suitably defined such that it is consistent with the objective function of equation (2). Clearly, if the original MPC sub-problem (2) is convex, then so is the SLS reformulation (7). Moreover, the control law $u$ achieves the responses computed with optimization problem (7) can be implemented as

$$u = \Phi_u \tilde{w}, \quad \tilde{x} = (I - \Phi_x) \tilde{w}, \quad \tilde{w} = x - \tilde{x},$$  

where $\tilde{x}$ is the nominal state trajectory, and $\tilde{w} = Zw$ is a delayed reconstruction of the disturbance. The advantage of this controller implementation, as opposed to $u = \Phi_u \Phi_x^{-1}x$, is that any structure imposed on $\{\Phi_x, \Phi_u\}$ translates directly to structure on the controller implementation (8).

Notice that in contrast to disturbance based MPC [14], which only optimizes over the map from disturbance to control input, the SLS based approach parameterizes the map from disturbance $w$ to both state and control input. By explicitly enforcing localized structure on both maps $\{\Phi_u, \Phi_x\}$, local disturbances $[w]_i$ can be computed using only local information (by exploiting the structure $\Phi_x$), and corresponding control actions can be implemented using only local information (by exploiting the structure $\Phi_u$). We make this observation precise in the next subsection.

B. Locality in System Level Synthesis

Here we introduce the notion of $d$-localized system responses, and show that locality in system responses translates into locality of controller implementation. In the next section, we show that localized system responses further allow for localized computation of optimal control policies, i.e., for localized synthesis.

Definition 2: Let $[\Phi_x]_{ij}$ be the submatrix of system response $\Phi_x$ describing the map from disturbance $[w]_j$, which directly affects subsystem $j$, to $[x]_i$, the state of subsystem $i$. The map $\Phi_x$ is $d$-localized if and only if for every subsystem $j$, $[\Phi_x]_{ij} = 0 \ \forall \ i \notin \text{out}(d)$. The definition for $d$-localized $\Phi_u$ is analogous but with perturbations to control action $[u]_i$, at subsystem $i$.

It then follows immediately from equation (8) that if the system responses are $d$-localized, then so is the controller.
implementation. In particular, by enforcing $d$-localized structure on $\Phi_x$, only a corresponding local subset $[\hat{w}]_{j \in \text{in}_d(i)}$ of $\hat{w}$ are necessary for subsystem $i$ to compute its local disturbance estimate $[\hat{w}]_j$, which ultimately means that only local communication is required to reconstruct the relevant disturbances for each subsystem. Similarly, if $d$-localized structure is imposed on $\Phi_u$, then only a local subset $[\hat{w}]_{j \in \text{in}_d(i)}$ of the estimated disturbances $\hat{w}$ are needed for each subsystem to compute its control action $[u]_i$. Hence, each subsystem only needs to collect information from its $d$-incoming set to implement the control law defined by (7). Furthermore, such locality constraints are transparently enforced as additional subspace constraints in the SLS formulation (7).

Definition 3: A subspace $L_d$ enforces a $d$-locality constraint if $\Phi_x, \Phi_u \in L_d$ implies that $\Phi_x$ is $d$-localized and $\Phi_u$ is $(d+1)$-localized. A system $(A,B)$ is then $d$-localizable if the intersection of $L_d$ with the affine space of achievable system responses, defined by $Z_{AB}$, is non-empty.

We can now formulate the DLMPC sub-problem by suitably incorporating locality constraints into the SLS based MPC sub-problem (6).

$$\begin{align*}
\min_{\Phi_x, \Phi_u} & \quad f(\Phi_x x_0, \Phi_u x_0) \\
\text{s.t.} & \quad Z_{AB} \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} = I \\
& \quad \Phi_x x_0 \in \mathcal{X}^T, \quad \Phi_u x_0 \in \mathcal{U}^T \\
& \quad \Phi_x, \Phi_u \in L_d \\
& \quad x_0 = x(t),
\end{align*}$$

(9)

where $f$, $\mathcal{X}^T$ and $\mathcal{U}^T$ are as before.

While it was not obvious how to impose locality constraints on information exchange in the original formulation of the MPC sub-problem (2), it is straightforward to do so via the locality constraints $\Phi_x, \Phi_u \in L_d$ in the SLS formulation (9). We emphasize that imposing localized structure in both $\Phi_x$ and $\Phi_u$ is needed to ensure locality of the resulting controller implementation.

Remark 1: Notice that we are imposing $\Phi_u$ to be $(d+1)$-localized because in order to localize the effects of a disturbance within the region of size $d$, the “boundary” controllers at distance $d+1$ should also know about the disturbance in order to take action. For more details the reader is referred to [12].

Remark 2: Note that although $d$-locality constraints can always be imposed as convex subspace constraints, not all systems are $d$-localizable. As we describe in the sequel, the locality diameter $d$ can be viewed as design parameter, and for the remainder of the paper, we assume that there exists a $d << N$ such that the system $(A,B)$ to be controlled is $d$-localizable. Although beyond the scope of this paper, all of the presented results extend naturally to systems that are approximately localizable using a robust variant of the SLS parameterization described in [15], [12].

Example 2: Consider the chain in Example 1 and suppose that we enforce a 1-locality constraint on the system responses: then $\Phi_x$ is 1-localized and $\Phi_u$ is 2-localized. Due to the chain topology, this is equivalent to enforcing a tridiagonal structure on $\Phi_x$ and a pentadiagonal structure on $\Phi_u$. The resulting 1-outgoing and 2-incoming sets at node $i$ are then given by $\text{out}_i(1) = \{i - 1, i, i + 1\}$ and $\text{in}_i(2) = \{i - 2, i - 1, i, i + 1, i + 2\}$, as illustrated in Figure 3.

![Graphical representation of the scenario described in Example 2.](image)

Notice that the size of the localized region $d$ is a design variable and can be chosen from a range of values. In particular, when $d$ equals the size of the network, formulation (7) synthesizes a centralized controller — thus the optimization problem is always feasible for such a $d$, and the control cost cannot be improved upon by any other controller. However, such a centralized implementation requires global communication and solving a large-scale optimal control problem, which may not be feasible. In order to reduce the communication and computational burden of synthesizing and implementing a control law, it is desirable that $d$ be much smaller than the size of the network — however, restricting the system responses to be $d$-localized for a very small $d$ can lead to a degradation in performance (much as enforcing too short a temporal horizon in deadbeat control can lead to a degradation in performance). Therefore, by appropriately selecting the locality parameter $d$, near optimal performance, as measured relative to a controller with global centralized communication & computation, can be achieved under a significantly reduced communication & computational burden.

It remains to demonstrate that imposing locality constraints also allows us to decompose optimization problem (9) into sub-problems, such that the sub-problem solved by sub-controller $i$ requires only $d$-local information exchange and $d$-local system models. In the next section, we show how the localized MPC problem an be solved in such a $d$-localized manner by an ADMM based algorithm. The proposed method is applicable to any convex constraints and objective functions, so long as they only introduce direct coupling between $d$-local neighboring subsystems (Assumption 1). To the best of our knowledge, we are the first to propose a distributed MPC problem that can be exactly solved, and is applicable to general cooperative control tasks with dynamically coupled subsystems subject to coupling constraints [16].
IV. AN ADMM BASED DISTRIBUTED AND LOCALIZED SOLUTION

We start with a brief overview of the ADMM algorithm, and then show how it can be used to decompose the DLMPC sub-problem \((9)\) into sub-problems that can be solved using only \(d\)-local information. For the sake of clarity, we introduce a simpler version of the algorithm first where only dynamical coupling is considered, which we then extend to the constraints and objective functions that introduce \(d\)-localized couplings, as defined in Assumption \([1]\).

A. The Alternating Direction Method of Multipliers

The ADMM [17] algorithm has proved successful solving large-scale optimization problems that respect a certain partial-separability structure. In particular, given the following optimization problem

\[
\begin{align*}
\min_{x,y} & \quad f(x) + g(y) \\
\text{s.t.} & \quad Ax + By = c,
\end{align*}
\]

ADMM - in its scaled form - solves (10) with the following update rules:

\[
\begin{align*}
x^{k+1} &= \arg \min_x f(x) + \frac{\rho}{2} \| Ax + By^k - c + z^k \|^2 \\
y^{k+1} &= \arg \min_y g(y) + \frac{\rho}{2} \| Ax^{k+1} + By - c + z^k \|^2 \\
z^{k+1} &= z^k + Ax^{k+1} + By^{k+1} - c.
\end{align*}
\]

ADMM is particularly powerful when the iterate sub-problems defined in equation (11) can be solved in closed form, which is the case in many practically relevant cases [17], as this allows for rapid execution and convergence of the algorithm. Further, under mild assumptions ADMM enjoys strong and general convergence guarantees.

**Theorem 2:** Assume that extended real valued functions \(f: \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}\) and \(g: \mathbb{R}^m \to \mathbb{R} \cup \{\infty\}\) are closed, proper, and convex. Moreover, assume that the unaugmented Lagrangian has a saddle point. Then, the ADMM iterates in equation (11) satisfy the following:

- **Residual convergence:** \(r_t \to 0\) as \(t \to \infty\), i.e. the iterates approach feasibility.
- **Objective convergence:** \(f(x_t) + g(z_t) \to p^*\) as \(t \to 0\), i.e. the objective function of the iterates approaches the optimal value.
- **Dual variable convergence:** \(y_t \to y^*\) as \(t \to \infty\), where \(y^*\) is a dual optimal point.

Hence, we impose the following additional assumptions so as to ensure that Theorem 2 is applicable to the considered problem.

**Assumption 3:** Problem (9) has a feasible solution in the relative interior of \(X^T\) and \(U^T\).

**Assumption 4:** The constraint sets \(X^T\) and \(U^T\) in formulation (9) are closed and convex. The objective function \(f(\Phi x_0)\) is a closed, proper, and convex function for all choices of \(x_0 \neq 0\).

B. DLMPC without Coupling Constraints

We present here a simplified version of the algorithm that contains its main features. In the next subsection the general version of the algorithm will be introduced.

1) **Derivation of the algorithm:** In this subsection we illustrate how to decompose the MPC subroutine (9) by exploiting its separability. We begin by restricting ourselves to the case where neither the objective function nor the constraints introduce any coupling between subsystems. We present how the DLMPC problem (9) can be decomposed into local sub-problems that can be solved using only \(d\)-local information and system models. In particular, consider the DLMPC sub-problem solved at time \(t\):

\[
\begin{align*}
\min_{\Phi} & \quad f(\Phi x_0) \\
\text{s.t.} & \quad Z_{AB} \Phi = I, \quad \Phi x_0 \in \mathcal{P}, \quad \Phi \in \mathcal{L}_d, \quad x_0 = x(t)
\end{align*}
\]

where, to lighten notation, we let \(\Phi := [\Phi_T^T \Phi_D^T]^T\) and \(\Phi x_0 \in \mathcal{P} \iff \Phi_D x_0 \in \mathcal{X}^T\) and \(\Phi_D x_0 \in \mathcal{U}^T\). Moreover, according to the statement above, neither the objective function nor the constraints can introduce any coupling between subsystems, i.e., that \(f\) is defined as \(f(x, u) = \sum_i f_i(\{x_i, u_i\}_i)\), or equivalently, that \(f(\Phi x_0) = \sum_i f_i(\Phi_i(x_i, u_i) = x_0)\) where \(x_i \in \mathcal{X}_i\) and \(u_i \in \mathcal{U}_i\) for \(i = 1, ..., p\). Similarly, under the no coupling assumption, the constraints must satisfy that \(x \in \mathcal{X} = \mathcal{X}_1 \times ... \times \mathcal{X}_p\), and only if each \(\{X_i\}_i \subseteq \mathcal{X}_i\), and idem for \(U\), hence \(\Phi_i(x_i, u_i) \in \mathcal{P}_i\).

These separability properties can be formalized through the following definitions, adapted from [11]:

**Definition 4:**

1) The functional \(g(\Phi)\) is column-wise separable with respect to the partition \(\{\epsilon_1, ..., \epsilon_p\}\) if it can be written as \(g(\Phi) = \sum_{j=1}^p g_j(\Phi_\epsilon; \epsilon_j)\) for some functionals \(g_j\) for \(j = 1, ..., p\). Equivalently, \(g(\Phi)\) is row-wise separable with respect to the partition \(\epsilon\) if it can be written as \(g(\Phi) = \sum_{j=1}^p g_j(\Phi_\epsilon; \epsilon_j)\). We denote \(\Phi_\epsilon; \epsilon_j\) the subset of \(\Phi\) corresponding to a set \(\epsilon_j\). Similarly, the set \(\mathcal{P}_j\) is defined for \(j = 1, ..., p\).

2) A constraint-set \(\mathcal{P}\) is column-wise separable with respect to the partition \(\{\epsilon_1, ..., \epsilon_p\}\) if \(\Phi \in \mathcal{P} \iff \Phi_\epsilon; \epsilon_j \in \mathcal{P}_j\) for \(j = 1, ..., p\). Equivalently, \(\mathcal{P}\) is row-wise separable with respect to the partition \(\epsilon\) if \(\Phi \in \mathcal{P} \iff \Phi_\epsilon; \epsilon_j \in \mathcal{P}_j\) for \(j = 1, ..., p\).
trivially decompose and be solved at scale.

**Definition 5:** An optimization problem is partially separable if it can be written as
\[
\min_{\Phi} \quad g^{(r)}(\Phi) + g^{(c)}(\Phi)
\]
\[
s.t. \quad \Phi \in S^{(r)} \cap S^{(c)},
\]
for row-wise separable \(g^{(r)}\) and \(S^{(r)}\), and column-wise separable \(g^{(c)}\) and \(S^{(c)}\).

Problem \((12)\) is partially separable since \(f(\Phi x_0)\) and \(P\) are row-wise separable and \(Z_{AB} \Phi = I\) is column-wise separable with respect to \(\Phi\). Therefore, we reformulate the DLMPC sub-problem \((9)\) so that is of the form \((13)\):
\[
\min_{\Phi, \Psi} \quad f(\Phi x_0)
\]
\[
s.t. \quad Z_{AB} \Psi = I, \quad \Phi x_0 \in P, \quad \{\Phi, \Psi\} \in L_d, \quad \Phi = \Psi.
\]

Notice that by duplicating the decision variable, we can decompose the original DLMPC sub-problem \((9)\) into a column-wise separable iterate sub-problem in \(\Phi\), and a row-wise separable iterate sub-problem in \(\Psi\) — thus optimization problem \((14)\) is partially separable, and is amenable to a distributed solution. In particular, the ADMM algorithm applied to problem \((14)\) gives
\[
\Phi^{k+1} = \left\{ \arg\min_{\Phi} \left\{ f(\Phi x_0) + \rho \frac{1}{2} \| \Phi - \Psi^k + \Lambda^k \|_F^2 \right\} \right\}
\]
\[
s.t. \quad \Phi x_0 \in P, \quad \Phi \in \mathbb{L}_d
\]
\[
(15a)
\]
\[
\Psi^{k+1} = \left\{ \arg\min_{\Psi} \left\{ \| \Phi^{k+1} - \Psi + \Lambda^k \|_F^2 \right\} \right\}
\]
\[
s.t. \quad Z_{AB} \Psi = I, \quad \Psi \in \mathbb{L}_d
\]
\[
(15b)
\]
\[
\Lambda^{k+1} = \Lambda^k + \Phi^{k+1} - \Psi^{k+1}.
\]
\[
(15c)
\]
The squared Frobenius norm is both row-wise and column-wise separable. Therefore, the resulting iterate sub-problems in \((15)\) are separable: iterate sub-problem \((15a)\) is row-wise separable with respect to the row partition \(r\) induced by the sub-system-wise partitions of the state and control inputs, \([x]_r\) and \([u]_r\), iterate sub-problem \((15b)\) is column-wise separable with respect to the column partition induced in a analogous manner, and iterate sub-problem \((15c)\) is component-wise separable. Hence, each of the iterate sub-problems described in \((15)\) can be decomposed into column, row, or element-wise sub-problems that can solved independently and in parallel, with each sub-controller \(i\) computing the solution to its component of the row or column-wise partition. Moreover, by enforcing that the system responses be \(d\)-localized, i.e., that \(\Phi_x, \Phi_u \in \mathbb{L}_d\), the resulting sub-problem variables are sparse, allowing for a significant reduction in the dimension of the local sub-problem. For example, when considering the column-wise sub-problem evaluated at subsystem \(j\), the \(i\)th row of the \(j\)th sub-system column partitions of \(\Phi_x(\cdot, s_j)\) and \(\Phi_u(\cdot, s_j)\) is nonzero only if \(i \in \cup_{k \in \text{out}_j(d+1)\text{ (d+1)}} (j, k)\) and \(i \in \cup_{k \in \text{out}_j(d)\text{ (d)}} (j, k)\), respectively. In particular, sub-controller \(i\) must solve the following sub-problems:
\[
\Phi_{i x}^{k+1} = \left\{ \arg\min_{\Phi_{i x}} \left\{ f_i(\Phi_{i x}[r x]_r) + \frac{\rho}{2} \| [\Phi_{i x}]_{r c} - [\Phi_{i x}]_{c i} \|_F^2 \right\} \right\}
\]
\[
s.t. \quad [\Phi_{i x}]_{r c} \in P_i
\]
\[
(16a)
\]
\[
[\Psi_{i c}]_{k+1} = \left\{ \arg\min_{[\Psi_{i c}]} \left\{ \| [\Phi_{i x}]_{r c} - [\Psi_{i c}] + [\Lambda_{i c}]_{k} \|_F^2 \right\} \right\}
\]
\[
s.t. \quad [Z_{AB}]_{r c} [\Psi_{i c}]_{r c} = I_{r c}
\]
\[
(16b)
\]
\[
[\Lambda_{i c}]_{k+1} = [\Lambda_{i c}]_{k} + [\Phi_{i x}]_{r c} - [\Psi_{i c}]_{k+1},
\]
\[
(16c)
\]
where to lighten notational burden, we let \([\Phi_{i x}]_{r c} := \Phi(s_{t_i}, r_i)\), where the set \(t_i\) represents the set of rows that the controller \(i\) is solving for, and the corresponding set \(s_{t_i}\) is the set of columns associated to the rows in \(t_i\) by the locality constraints \(L_d\). An equivalent argument applies to \([\Phi_{i c}]_{r c} := \Phi(s_{t_i}, c_i)\) where the set \(c_i\) represents the set of columns that the controller \(i\) is solving for, and the corresponding set \(s_{c_i}\) is the set of columns associated to the rows in \(c_i\). For example, when considering the row-wise sub-problem \((16a)\) evaluated at subsystem \(i\), the \(j\)th column of the \(i\)th sub-system row partition \(\Phi_x(r_{t_i}, \cdot)\) and \(\Phi_u(r_{c_i}, \cdot)\) is nonzero only if \(j \in \text{in}_j(d)\) and \(j \in \text{in}_j(d+1)\), respectively.

Informally, sets \(s_{t_i}\) and \(s_{c_i}\) are the collection of optimization variables contained within the localized region specified by the component of the locality constraint \(L_d\) that restricts the behavior of subsystem \(i\). It follows that subsystem \(i\) only requires a corresponding subset of the local sub-matrices \([A]_{k,\ell}, [B]_{k,\ell}\) to solve its respective sub-problem. Thus by exploiting the sparsity of the underlying dynamics \((A, B)\) and the enforced \(d\)-locality constraints on the system responses, we greatly reduce the complexity of the column-wise and row-wise sub-problems solved by each sub-controller. All column and row subsets described above can be found in a systematic way via the Dimension Reduction Algorithm described in Appendix A of [11].

**Remark 3:** Minimization \((16b)\) can be solved in closed form:
\[
[\Psi_{i c}]_{k+1} = \left( [\Phi_{i x}]_{r c} + [\Lambda_{i c}]_{k} \right) + \frac{1}{2} \left( [Z_{AB}]_{r c} \left( I_{r c} - [Z_{AB}]_{r c} \right) \right)
\]
\[
(17)
\]
where \([Z_{AB}]_{r c}^+\) denotes the pseudo-inverse of \([Z_{AB}]_{r c}\). We note that this pseudo-inverse can be computed once offline, reducing the evaluation of update step \((17)\) to matrix multiplication.

Notice that in general \(t_i \subset s_{t_i}\) and \(c_i \subset s_{c_i}\). Hence, each subsystem \(i\) is computing updates for the sub-matrix \(\Phi(s_{t_i}, c_i)\) and the sub-matrix \(\Phi(t_i, s_{t_i})\) of the global system response variables \(\Phi\) and \(\Psi\). In particular, for sub-system \(i\) to solve its local iterate sub-problems \((16)\), information sharing among subsystems is needed. However, as we impose \(d\)-locality constraints on the system responses, information
only needs to be collected from d-hop neighbors. Similarly, only a d-local subset of the MPC sub-problem initial condition \( x_0 = x(t) \) is needed to solve the local iterate sub-problems (16).

Algorithm 1 summarizes the sub-system wise implementation of the ADMM based solution to the DLMPC sub-problem (9) for systems with no couplings in the constraints and objective functions. Note that in the final step of Algorithm 1 we let \([x_0]_{\mathcal{s}_i} \) denote the subset of elements of \( x_0 \) associated with the columns in \( \mathcal{s}_i \), such that \( [\Phi_{u}^{0,0}]_{ij}, [x_0]_{\mathcal{s}_i} = [\Phi_{u}^{0,0}]_{ij}, [x_0]_{\mathcal{s}_i} \).

Algorithm 1 Subsystem \( i \) DLMPC implementation, no coupling constraints

1. **input:** convergence tolerance parameters \( \epsilon_p > 0, \epsilon_d > 0 \)
2. Measure local state \([x(t)]_i \)
3. Share \([\Phi^{i+1}]_i \) with \([\tilde{d}(d)]_i \)
4. Solve optimization problem (16b)
5. Share \([\Phi_{u}^{i+1}]_i \) with \([\tilde{d}(d)]_i \)
6. Solve optimization problem (16a) via the closed form solution (17)
7. Share \([\Psi^{i+1}]_i \) with \([\tilde{d}(d)]_i \)
8. Perform the multiplier update step (16c)
9. Check convergence as \( ||[\Phi_{u}^{i+1}]_i - [\Phi_{u}^{i+1}]_i||_F \leq \epsilon_p \) and \( ||[\Psi^{i+1}]_i - [\Psi^{i+1}]_i||_F \leq \epsilon_d \)
10. If converged, apply computed control action \([u_0]_i = [\Phi_{u}^{0,0}]_{ij}, [x_0]_{\mathcal{s}_i} \), and return to step 2, otherwise return to step 4.

This algorithm is run in parallel by all the sub-controllers, and requires only information exchange with d-local neighbors, and only d-local sub-matrices of \((A, B)\).

2) **Computational complexity of the algorithm:** The computational complexity of the algorithm is determined by update steps 4, 6 and 8. In particular, steps 6 and 8 can be directly solved in closed form, reducing their evaluation to the multiplication of matrices of dimension \( O(d^2T) \). In certain cases, step 4 can also be computed in closed form if a proximal operator exists for the formulation. For instance this is true if it reduces to quadratic convex cost function subject to affine equality constraints. Regardless, each local iterate sub-problem is over \( O(d^2T) \) optimization variables subject to \( O(dT) \) constraints, leading to a significant computational saving when \( d << N \). The communication complexity - as determined by steps 3, 5 and 7 - is limited to the local exchange of information between d-local neighbors.

3) **Convergence of the algorithm:** One can show convergence by leveraging Theorem 2.

**Corollary 1:** Algorithm 1 satisfies residual convergence, objective convergence and dual variable convergence as defined in Theorem 2.

**Proof:** Algorithm 1 is built upon algorithm (15), which is merely algorithm (15) after exploiting locality. Thus to prove Corollary 1 we only need to show that the ADMM algorithm (15) satisfies the assumptions in Theorem 2.

Define the extended-real-value functional \( h(\Phi) \) by

\[
h(\Phi) = \begin{cases} 
  \Phi x_0 & \text{if } Z_{AB} \Phi = I, \Phi x_0 \in \mathcal{P}, \Phi \in \mathcal{L}_d \\
  \infty & \text{otherwise}
\end{cases}
\]

The constrained optimization in (14) can equivalently be written in terms of \( h(\Phi) \) with the constraint \( \Phi = \Psi \).

\[
\min_{\Phi, \Psi} h(\Phi) \text{ s.t. } \Phi = \Psi.
\]

Notice that by Assumption 4 \( f(\Phi x_0) \) is closed, proper, and convex, and \( \mathcal{P} \) is a closed and convex set. Moreover, the remaining constraints \( Z_{AB} \Phi = I \) and \( \Phi \in \mathcal{L}_d \) are also closed and convex. Hence, \( h(\Phi) \) is closed, proper, and convex. It only remains to show that the Lagrangian has a saddle point. This condition is equivalent to showing that strong duality holds [18]. By Assumption 3 Slater’s condition is automatically satisfied, and therefore the Lagrangian of the problem has a saddle point. Since both conditions of Theorem 2 are satisfied, the ADMM algorithm in (15) satisfies residual convergence, objective convergence and dual variable convergence as defined in Theorem 2. Since Algorithm 1 results from leveraging (15), guaranteeing convergence of algorithm (15) automatically guarantees convergence of Algorithm 1.

C. **DLMPC subject to localized coupling constraints**

Building on Algorithm 1 we now show how DLMPC can be extended to allow for coupling between subsystems by the constraints and objective function, so long as the coupling is compatible with the d-localized constraints being imposed, i.e., so long as the objective function and constraints satisfy Assumption 4.

1) **Derivation of the algorithm:** Consider the DLMPC sub-problem (12), where the objective function and constraints satisfy the locality properties imposed by Assumption 1. Due to this local coupling, the problem is no longer partially separable – however, we may still rewrite it as

\[
\min_{X, \Phi} f(X) \quad \text{s.t. } Z_{AB} \Phi = I
\]

\[
X = \Phi x_0, \quad \mathcal{P}, \Phi \in \mathcal{L}_d.
\]

The first constraint is row-wise separable for \( \Phi \) while the second is column-wise separable in \( \Phi \). Applying the same variable duplication process as above and applying ADMM yields

\[
[\Phi^{k+1},X^{k+1}] = \begin{cases} 
  \min_{\Phi, X} f(X) + \frac{\rho}{2} ||\Phi - \Psi^k + \Lambda^k||^2_F \\
  \text{s.t. } X = \Phi x_0, X \in \mathcal{P}, \Phi \in L_d
\end{cases}
\]

\[
\Psi^{k+1} = \begin{cases} 
  \min_{\Psi} ||\Phi^{k+1} - \Psi + \Lambda^k||^2_F \\
  \text{s.t. } Z_{AB} \Psi = I, \Psi \in L_d
\end{cases}
\]

\[
\Lambda^{k+1} = \Lambda^k + \Phi^{k+1} - \Psi^{k+1}
\]
While the iterate sub-problems (19a) and (19c) enjoy column-wise and element-wise separability, iterate sub-problem (19a) is subject to local coupling due to the objective function $f$ and constraint $X \in \mathcal{P}$. In order to solve sub-problem (19a) in a manner that respects the $d$-localized communication constraints, we propose an ADMM based consensus-like algorithm, similar to that used in [19]. Hence, the solution to iterate sub-problem (19a) is obtained by having each subsystem $i$ solve

$$
\begin{align*}
\left[ \Phi_{r, i}^{k+1, n+1}, [X]^{n+1}_{i} \right] &= \argmin_{[\Phi]_{i}, [X]^{n+1}_{i}} \left\{ f_{i}(X) + \frac{\rho}{2} \left\| [\Phi]_{i} - [\Phi]_{i}^{n} + [A]^{n}_{i} \right\|_{F}^{2} \right. \\
& \quad + \frac{\mu}{2} \sum_{j \in \text{in}(d)} \left\| [X]^{n+1}_{j} - [Z]_{i} + [Y]^{n+1}_{ij} \right\|_{F}^{2} \\
& \quad \text{s.t.} \quad [X]^{n+1}_{i} = [\Phi]_{i} [x_{0}]_{i} + [X]^{n}_{i}, \quad [X]^{n+1}_{i} \in \mathcal{P}_{i}
\end{align*}
$$

(20a)

$$
[Z]^{n+1}_{ij} = \left[ Y]^{n+1}_{ij} + [X]^{n+1}_{i} - [Z]^{n+1}_{j} \right],
$$

(20b)

where the notation used is as in (16). In particular $[X]_{i}$ is the concatenation of components $[X]_{j}$ satisfying $j \in \text{in}(d)$, whereas $[X]_{i}$ is restricted to only those components of $[X]_{i}$ needed by subsystem $i$ to compute $[\Phi]_{i} [x_{0}]_{i} = [\Phi]_{i} [x_{0}]_{i}$. After reaching consensus in equations (20), one can use $[\Phi]_{i}^{k+1}$ in algorithm (16). Therefore by solving iterate sub-problem (16a) using the ADMM based consensus-like updates (20) we are able to accommodate $d$-local coupling introduced in the constraints and objective function while still only exchanging information with $d$-local neighbors. The rest of the analysis follows just as in the previous subsection.

Algorithm 2 summarizes the general DLMPC algorithm as implemented at subsystem $i$.

2) Computational complexity and convergence guarantees: The presence of the coupling inevitably results in an increase of the computation and communication complexity of the algorithm. The computational complexity of the algorithm is now determined by steps 4, 6, 8, 11 and 13. All of these except for step 4 can be solved in closed form. Once again, by Assumption 1 all sub-problems are over $O(d^2T)$ optimization variables and $O(dT)$ constraints, so the complexity does not increase with the size of the network. There is however an increased computational burden due to the nested consensus-like algorithm used to solve iterate sub-problem (19a), which leads to an increase in the number of iterations needed for convergence. This also results in increased communication between subsystems, as local information exchange is needed as part of the consensus-like step as well. However, once again this exchange is limited to within a $d$-local subset of the system, resulting in small consensus problems that converge quickly, as we illustrate empirically in the next section.

Since Algorithm 2 is identical to Algorithm 1 save for the approach to solving the first iterate sub-problem, convergence follows from a similar argument as that used to prove

**Algorithm 2** Subsystem $i$ implementation of DLMPC general subject to localized coupling

1. **input:** convergence tolerance parameters, $\epsilon_{fp}, \epsilon_{fd}, \epsilon_{fx} > 0$.
2. Measure local state $[x_{0}]_{i}$.
3. Share measurement with $[x_{0}]_{i}^{(d)}$.
4. Solve optimization problem (20a).
5. Share $[X]^{n+1}_{i}$ with $[x_{0}]_{i}^{(d)}$. Receive the corresponding $[X]^{n+1}_{j}$. From $[x_{0}]_{i}^{(d)}$.
6. Perform update (20b).
7. Share $[Z]^{n+1}_{ij}$ with $[x_{0}]_{i}^{(d)}$. Receive the corresponding $[Z]^{n+1}_{ij}$.
8. Perform update (20c).
9. If $\| [X]^{n+1}_{i} - [Z]^{n+1}_{ij} \|_{F} < \epsilon_{fx}$ go to step 10, otherwise return to step 4.
10. Share $[\Psi]^{k+1}_{i}$ with $[x_{0}]_{i}^{(d)}$. Receive the corresponding $[\Psi]^{k+1}_{i}$ from $[x_{0}]_{i}^{(d)}$ and build $[\Psi]^{k+1}_{i}$. 
11. Solve optimization problem (16a) via the closed form solution (17).
12. Share $[\Psi]^{k+1}_{i}$ with $[x_{0}]_{i}^{(d)}$. Receive the corresponding $[\Psi]^{k+1}_{i}$ from $[x_{0}]_{i}^{(d)}$ and build $[\Psi]^{k+1}_{i}$.
13. Perform the multiplier update (16c).
14. Check convergence as $\| [\Phi]^{k+1}_{i} - [\Phi]^{k+1}_{i} \|_{F} \leq \epsilon_{fp}$ and $\| [\Psi]^{k+1}_{i} - [\Psi]^{k+1}_{i} \|_{F} \leq \epsilon_{fd}$.
15. If converged, apply computed control action $[u]_{i} = [\Phi]^{0.0}_{i} [x_{0}]_{i}^{(d)}$, and return to step 2, otherwise return to step 4.

Corollary 2.1.

V. SIMULATION EXPERIMENTS

In this section we illustrate the benefits of DLMPC as applied to large-scale distributed systems. To do so, we consider two case-studies. In the first, we aim to illustrate how the proposed algorithm accounts for general convex coupling objective functions and constraints. In the second, we empirically characterize the computational complexity properties of DLMPC. All code needed to replicate these experiments is available at [https://github.com/camoalon/2020ACC_DLMPC](https://github.com/camoalon/2020ACC_DLMPC).

A. Optimization features

In order to illustrate how the presented algorithm can accommodate local coupling between subsystems as introduced by the objective function and constraints, we present a dynamical system consisting of a chain of four pendulums coupled through a spring ($1N/m$) and a damper ($3Ns/m$). Each pendulum is modeled as a two-state subsystem described by its angle $\theta$ and angular velocity $\dot{\theta}$. Each of the pendulums can actuate its velocity. The simulations are done with a prediction horizon of $T = 10s$, and we impose a localized region of size $d = 1$ subsystems. The initial condition is arbitrarily generated with MATLAB rng(2020).

We compare the control performance achieved by solutions to the DLMPC sub-problem (12) computed as a centralized problem using the Gurobi solver [20] and CVX interpreter [21], [22], and using Algorithm 1 or 2 (solid line),
as appropriate, in Figure 4. In particular, we plot the evolution of the position of the first two pendulums under different control objectives and constraints. In scenario 1 we consider the quadratic cost \( f(x, u) = \sum_{i=1}^{4} \|x_i\|_2^2 + \|u_i\|_2^2 \), and have no additional constraints. In Scenario 2 we consider a quadratic cost coupling the angle of adjacent pendulums, i.e., the control objective is a sum of functionals of the form \( f(\theta_i, [u_i]) = (\theta_i - \frac{1}{2} \sum [\theta_j]^2 + |u_i|^2 \). Finally, Scenario 3 uses the same objective function as Scenario 2 and further constrains the maximal allowable deviation between subsystem angles, i.e., \( |\theta_i - \theta_j| \leq 0.05 \), for all \( t > 2 \).

![Open loop dynamics](image)

![Scenario 2](image)

![Scenario 3](image)

Fig. 4. The evolution of the position of the first two pendulums in open loop is shown in the top left figure, whereas the top right most figure shows the position of the first two pendulums under MPC control with a quadratic penalty on state and input, and no constraints (scenario 1). The bottom left figure shows the position of the first two pendulums when the performance objective couples the angle of adjacent pendulums. On the bottom right, the figure shows the position of the first two pendulums under MPC control with a quadratic cost function, described above in Table I.

### B. Per subsystem computational complexity

Here we show how Algorithms 1 and 2 allow DLMPC to be applied to large-scale systems, and further illustrate how the size \( d \) of the localized regions can be used to optimally trade-off between closed loop performance and computational complexity. Here, we let the subsystem dynamics be described by

\[
[x(t+1)]_i = [A]_{ii} [x(t)]_i + \sum_{j \in \text{in}_i(d)} [A]_{ij} [x(t)]_j + [B]_{ii} [u(t)]_i
\]

where

\[
[A]_{ii} = \begin{bmatrix} 1 & 0.1 \\ -0.3 & 0.7 \end{bmatrix}, [A]_{ij} = \begin{bmatrix} 0 & 0 \\ 0.1 & 0.1 \end{bmatrix}, [B]_{ii} = \begin{bmatrix} 0 & 0 \\ 0.1 & 0.1 \end{bmatrix}.
\]

The MPC horizon is \( T = 5 \) and the locality parameter is set to \( d = 3 \) subsystems. We present four different scenarios that encompass different degrees of computational complexity of Algorithms 1 and 2.

- Case 1: per subsystem separable quadratic cost and no constraints.
- Case 2: per subsystem separable quadratic cost and per subsystem separable constraints.
- Case 3: quadratic cost coupling \( d \)-local subsystems and no constraints.
- Case 4: quadratic cost and polytopic constraints coupling \( d \)-local subsystems.

The computational complexity of each of the cases is determined by (i) if the row-wise iteration sub-problem can be solved in closed form, and (ii) if Algorithm 1 or 2 is needed – we summarize these properties for the four cases described above in Table I.

<table>
<thead>
<tr>
<th>Case</th>
<th>Algorithm</th>
<th>Computation of step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Closed form</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>Needs minimization solver</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>Closed form</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>Needs minimization solver</td>
</tr>
</tbody>
</table>

### VI. CONCLUSIONS

We defined and analyzed the Distributed and Localized MPC (DLMPC) problem by leveraging the SLS framework.
This framework has allowed us to naturally take into account the communication structure of the network by imposing locality constraints. We further showed that when locality is combined with mild assumptions on the separability structure of the objective functions and constraints the problem, an ADMM based solution to the DLMPC sub-problems can be implemented that requires only local information exchange and system models, making the approach suitable for large-scale distributed systems. Moreover, our approach is, to the best of our knowledge, the first that can accommodate constraints and objective functions that introduce local coupling between subsystems. In future work, we plan to develop robust variants of DLPMC that can accommodate both additive perturbations and model uncertainty. We will also extend our approach to approximately localizable systems by leveraging the robust SLS parameterization introduced in [15]. We will also explore whether locality constraints allow for a scalable computation of robust invariant sets for large-scale distributed systems, as well as their implications on the complexity of (approximate) explicit MPC approaches. Finally, it is of interest to extend the results presented in this paper to information exchange topologies defined in terms of both sparsity and delays – while the SLS framework naturally allows for delay to be imposed on the implementation structure of a distributed controller, it is less clear how to incorporate such constraints in a distributed optimization scheme.
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