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ABSTRACT
The cosmic microwave background (CMB) B-mode signal is potentially weaker than the
diffuse Galactic foregrounds over most of the sky at any frequency. A common method
of separating the CMB from these foregrounds is via pixel-based parametric-model fitting.
There are not currently enough all-sky maps to fit anything more than the most simple
models of the sky. By simulating the emission in seven representative pixels, we demonstrate
that the inclusion of a 5 GHz data point allows for more complex models of low-frequency
foregrounds to be fitted than at present. It is shown that the inclusion of the C-BASS data will
significantly reduce the uncertainties in a number of key parameters in the modelling of both the
galactic foregrounds and the CMB. The extra data allow estimates of the synchrotron spectral
index to be constrained much more strongly than is presently possible, with corresponding
improvements in the accuracy of the recovery of the CMB amplitude. However, we show that
to place good limits on models of the synchrotron spectral curvature will require additional
low-frequency data.

Key words: methods: statistical – cosmic background radiation – diffuse radiation – radio
continuum: general.

1 INTRODUCTION

The C-Band All-Sky Survey (C-BASS) is a project to produce a high
sensitivity all-sky map at 5 GHz in total intensity and polarization
with a resolution of just under 1◦ (Jones et al. 2018). The primary
science goal of C-BASS is to be used in combination with other data
sets to produce maps of the cosmic microwave background (CMB)
that are free from contaminating foreground Galactic emission
in both total intensity and polarization. A secondary goal is to

� E-mail: luke.jew@physics.ox.ac.uk

make improved measurements of the contaminating components
themselves, and in particular to study the structure of the Galactic
magnetic field. In this work we test the impact that C-BASS data
will have on the measurements of the CMB and foregrounds by
fitting parametric models of the sky to simulated data both with and
without the C-BASS data point. In addition to C-BASS data we use
existing data sets for CMB intensity, and surveys expected in the
near future for CMB polarization.

Although current measurements of the CMB intensity have
high sensitivity over a wide range of frequencies and angular
scales, there are still degeneracies between foreground components
(Planck Collaboration XIII 2015b,c). This is due in part to the
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Figure 1. WMAP K-band intensity map with the locations of the pixels
considered in this work labelled.

lack of data at lower frequencies where synchrotron radiation,
free–free emission, and anomalous microwave emission (AME)
can all be significant. Analyses such as Planck Collaboration XIII
(2015b) are forced to assume a particular spectral form for the
synchrotron emission, and cannot fully discriminate between these
three emission mechanisms. The 408 MHz map of Haslam et al.
(1982) as reprocessed by Remazeilles et al. (2015) is often used
to provide a synchrotron template in total intensity, but has well-
known problems with calibration, offsets, and image fidelity. The
C-BASS intensity survey is designed to provide high-fidelity and
well-calibrated maps at a much closer frequency to the other CMB
surveys than the 408 MHz map, but with negligible contribution
from AME, and thus a significantly different mix of foregrounds to
the lower frequency channels of the space-based data sets.

In polarization, the foregrounds are much simpler, being domi-
nated by synchrotron radiation and dust. However the primordial
B-mode signal which is the goal of many current observations
is relatively much fainter compared to the foregrounds than the
intensity or E-mode signals, and observations are currently limited
by both sensitivity and frequency coverage. The amplitude of
the primordial B-mode signal is characterized by r, the ratio of
amplitudes of tensor to scalar modes in the primordial fluctuation
spectrum. Current limits on r are r < 0.07 (BICEP 2 Collaboration
2015), and the most plausible inflation theories predict that the
value of r may be one order of magnitude below this. At the
lower (but plausible) levels of r, the B-mode signal will be fainter
than polarized foregrounds at all frequencies over most of the
sky (Dunkley et al. 2009). It is therefore essential to accurately
characterize the polarized foreground emission from our own
Galaxy. In particular, the frequency spectrum of the CMB can be
almost degenerate with that of synchrotron radiation at frequencies
above the turnover of the CMB spectrum at 217 GHz – the slope
of the CMB spectrum in Rayleigh-Jeans brightness temperature
is between −2 and −4 in the frequency range 200–320 GHz. In
addition, the synchrotron emission could be brighter than the CMB
at all frequencies – there is no frequency at which synchrotron
is negligible if r ≤ 10−3. Accurate estimates of the synchrotron
amplitude made at lower frequencies are thus essential to give good
subtraction of this foreground (Remazeilles et al. 2016).

In this paper we simulate diffuse Galactic emission in seven
pixels in both total intensity and B-mode polarization. The seven
pixels were chosen to be representative of a range of foreground
environments. We fit a sky model back to the simulated data both
with and without a simulated 5 GHz data point and compare the
parameter constraints in both cases, in order to demonstrate the

impact of the additional data provided by C-BASS. We also test the
impact of mis-modelling the spectral curvature of the synchrotron
component (e.g. fitting for a straight spectral index when the model
is generated with curvature). Focusing on a small number of pixels
allows a deeper analysis of the subtleties of parameter estimation in
this context and the effects of differing relative levels of the various
foregrounds. We leave analysis of the whole sky to future work.

This extends on the work presented in section 7 of Jones et al.
(2018) who showed the impact of the C-BASS data on a single
pixel in total intensity and another pixel in polarization. In that
work they did not consider modelling errors and only used Jeffreys
priors on spectral index parameters. It also extends on the work in
Chapter 2 of Jew (2017) who demonstrated the impact of C-BASS
in seven pixels and used weakly informative priors on the spectral
parameters. In this work we consider the same seven pixels as Jew
(2017), introduce a modelling error, and use the full independence
Jeffreys-rule prior on the free parameters. A similar approach was
taken by Hensley & Bull (2018), who simulated the parametric
fitting process on a single pixel. They looked specifically at how
fitting different dust models with various levels of modelling error
changed the biases of the estimated CMB amplitude in the pixel.

The paper is laid out as follows: In Section 2 we describe the
spectral models that we use and the frequencies and sensitivities of
the simulated observations, in Section 3 we describe the parametric
fitting method that we have used, in Section 4 we discuss the results
from the total intensity pixels, in Section 5 we discuss the results
from the B-mode pixels, and in Section 6 we summarize the results.

2 SPECTRAL MODELS AND SIMULATED
PIXELS

In this section we describe the spectral models that we use to
simulate the CMB and foregrounds and the frequency channels and
sensitivities of the simulated data sets. We only consider diffuse
Galactic synchrotron, free–free, AME, and thermal dust emission
as foregrounds to the CMB radiation. We do not include compact
components such as radio point sources or the Sunyaev–Zeldovich
effect since their contributions are negligible on the angular scales
of interest.1 We work in units of Rayleigh-Jeans brightness temper-
ature measured in kelvin unless otherwise specified.

We simulate the total intensity and polarization of the emission
in seven pixels chosen to represent a broad range of environments,
and an eighth pixel with no foreground contamination. The total in-
tensity signal is constructed from the sum of the CMB, synchrotron,
free–free, AME and thermal dust components. The polarized signal
is constructed using only the sum of the CMB, synchrotron, and
thermal dust components (i.e. neglecting polarized AME and free–
free emission). We assume the polarized emission from the Galactic
components to be split equally between E and B modes, i.e. we
assume that a typical foreground polarized amplitude in B is the
same as the typical amplitude in Q or U. We discuss the validity of
this approximation in Section 2.2.

We do not add realizations of the noise to the simulated data. In-
stead we use an analytic (Gaussian) form to calculate the likelihood
of each simulated observation. The posteriors that we calculate
can thus be interpreted as the distribution from which individual
realizations of the noisy data would be drawn. This removes the

1Point sources can be dealt with independently either by using high
resolution catalogues or statistically in the angular power spectrum.
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Table 1. Parameter values for each pixel. Ellipses indicate common values across all pixels and the dashes indicate that the spectral parameters are meaningless
in the Zero Foregrounds pixel.

Component Parameter Units
Galactic

Plane
Lambda
Orionis

Barnard’s
Loop Near Orion Off Plane NPS Polaris Flare

Zero
Foregrounds

Synchrotron A
(I )
s KRJ 47.5 22.7 16.6 11.0 5.88 39.5 14.4 0.00

A
(B)
s mKRJ 6.10 2.24 1.16 1.23 0.798 5.99 0.160 0.00

βs – −3.1 – – – – – – –
Cs

♣ – 0.0 – – – – – – –
ν

(I )
s,0

� GHz 0.408 – – – – – – –

ν
(B)
s,0

� GHz 5.0 – – – – – – –

Free-free† EM cm6pc 361 331 152 1.59 0.00 4.86 20.3 0.00
Te

∗ [K] 7000 – – – – – – –

AME† AAME μKRJ 708 207 85.5 22.9 0.00 49.3 167 0.00
νp GHz 25.0 – – – – – – –

νAME,0
� GHz 22.8 – – – – – – –

CMB A
(I )
CMB μKRJ 75 – – – – – – –

A
(B)
CMB μKRJ 0.0 – – – – – – –

Thermal dust A
(I )
d μKRJ 2080 448 232 61.4 12.8 49.2 410 0.00

A
(B)
d μKRJ 44.8 9.98 1.61 0.614 0.335 3.72 2.70 0.00

βd 1.55 1.48 1.59 1.55 1.63 1.53 1.63 –
Td 17.5 21.2 19.0 21.5 24.9 21.8 18.1 –

ν
(I )
d,0

� GHz 545 – – – – – – –

ν
(B)
d,0

� GHz 353 – – – – – – –

Notes. ∗Astrophysical fixed parameter, could in principle vary across the sky.
� Non-astrophysical fixed parameter.
† Only in total intensity.
♣ And 0.15 when specified in the text, i.e. when testing the effect of mis-modelling the synchrotron spectrum.

need to calculate many explicit realizations of the data in order to
calculate the uncertainty and the bias on the recovered parameters.

2.1 Spectral models

2.1.1 CMB

The Rayleigh-Jeans brightness temperature spectrum of the CMB,
sCMB, has a blackbody spectrum given by

sCMB(ν) = ACMB
x2ex

(ex − 1)2
, (1)

where ACMB is the amplitude of the CMB fluctuation in the pixel,
x = (hν)/(kBTCMB), h is the Planck constant, kB is the Botlzmann
constant, ν is the frequency, and TCMB is the mean temperature of
the CMB, which we take to be 2.7255 K (Fixsen 2009).

2.1.2 Synchrotron emission

Over many decades of frequency (100s of MHz up to 100s of GHz)
Galactic synchrotron radiation can be approximated as a power law
with temperature spectral index of β � −2.5 to −3.0 (Lawson et al.
1987; Reich & Reich 1988; Platania et al. 2003; Davies et al. 2006;
Gold et al. 2009; Guzmán et al. 2011; Planck Collaboration XIII
2014a,b, 2015c).

Along any one line of sight there are multiple populations of
synchrotron-emitting electrons, with each population potentially
emitting with a different spectral index. The frequency spectrum
of such a superposition can be (neatly) parametrized using a
moment expansion (Chluba, Hill & Abitbol 2017). However, such
an expansion introduces more free parameters into the spectral
models than there are observations at frequencies that are dominated

by synchrotron emission. Given the small number of low-frequency
surveys currently available, instead of a full moment expansion, we
consider the inclusion of a simple curvature term in the synchrotron
spectral model. A curved power law corresponds to the line-of-sight
average of a Gaussian distribution of spectral indices with variance
Cs (Chluba et al. 2017) and can be parametrized by

ss(ν) = As

(
ν

ν0

)βs+ 1
2 Cs ln(ν/ν0)

, (2)

where As is the amplitude at a frequency ν0, βs is the effective
spectral index, and Cs is the curvature term.

The degree of polarization in synchrotron radiation depends on
the spectral index of the electron energy distribution and for typical
values of the electron energy spectral index in the Galaxy alaxy
can be up to ∼70 per cent in ordered magnetic fields (Rybicki &
Lightman 1985). The interstellar magnetic field has a significant
turbulent component and therefore the polarization fraction of
diffuse Galactic synchrotron emission will be lower than this across
the sky. At high Galactic latitudes the synchrotron emission is
typically up to ∼40 per cent polarized (Planck Collaboration XIII
2015c; Vidal et al. 2015). At lower frequencies, and close to the
Galactic plane, the synchrotron emission is less polarized due to
Faraday depolarization. In polarization, synchrotron emission is
the dominant foreground to the CMB below frequencies around
100 GHz and so we include it in both our total intensity and polarized
models of the Galaxy.

2.1.3 Free–free emission

Free–free (or bremsstrahlung) radiation is produced when free
electrons scatter off ions in the warm interstellar medium. The
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(a) Total intensity

(b) Polarization

Figure 2. Frequency spectrum of each pixel. The CMB spectrum is in solid
black (the B-mode signal has been set to zero). The vertical grey lines are at
the frequencies of the simulated surveys.

frequency spectrum of free–free emission can be approximated by
the two-parameter model of Draine (2011),

sff(ν) = Te

(
1 − exp−τ (ν)

)
(3)

where

τ (ν) = 0.05468T −3/2
e ν−2

9 EMgff(ν),

gff(ν) = log
(

exp
[
5.960 −

√
3/π log

(
ν9T

−3/2
4

)]
+ e

)
. (4)

EM is the effective emission measure, Te is the physical electron
temperature of the free–free emitting cloud, ν9 is the frequency
in GHz, and T4 is the electron temperature (measured in kelvin)
divided by 10 000.

Because the scattering directions in the particle collisions are
random, free–free emission is intrinsically unpolarized. At high
angular resolutions free–free emission can be up to 10 per cent
polarized along the edges of bright H II regions due to Thomson
scattering (Rybicki & Lightman 1985; Keating et al. 1998) but
elsewhere the upper limits are typically � 1 per cent (Macellari
et al. 2011). We therefore ignore polarized free–free emission in
this work.

2.1.4 AME

AME is an additional component of diffuse Galactic emission,
which can be significant in the range of 10s of GHz. Currently, the
most well developed model of AME is spinning dust (Draine &
Lazarian 1998). However, other components such as magnetic
dust may contribute (Draine & Lazarian 1999). See, for exam-
ple, Dickinson et al. (2018) and the references therein for more
details.

In this work we consider only a single component of spinning
dust. We model the frequency spectrum of AME with a SPDUST2
spectrum (Ali-Haı̈moud, Hirata & Dickinson 2009; Silsbee, Ali-
Haı̈moud & Hirata 2011) that is allowed to shift in logarithmic
frequency-brightness space, with a Rayleigh-Jeans brightness spec-
trum given by

ssd(ν) = AAME

(ν0

ν

)2 F (ννp0/νpeak)

F (ν0νp0/νpeak)
, (5)

where AAME is the amplitude at frequency ν0, νpeak is the peak
frequency, F is the template spectrum, and νp0 is the peak frequency
of the template. This follows the same prescription as Bennett et al.
(2013), Planck Collaboration XIII (2015b).

Theory suggests that AME should only be very weakly polarized.
Draine & Hensley (2016) predict a polarization fraction of 10−6

and current measurements place upper limits of ∼1 per cent on the
polarization fraction of diffuse AME. See the review of theory and
observations in Dickinson et al. (2018). In this work we do not
include a polarized component of AME.

2.1.5 Thermal dust emission

Interstellar dust grains radiate thermally. The Rayleigh-Jeans bright-
ness spectrum of clouds of interstellar dust can be approximated at
frequencies below the peak of the emission at ∼3 THz as a modified
blackbody spectrum given by

sd(ν) = Ad

(
ν

ν0

)βd+1 exp(γ ν0) − 1

exp(γ ν) − 1
, (6)

where γ = h/(kBTd), Ad is the amplitude of emission at reference
frequency ν0, Td is the thermal temperature of the dust grain, and
βd is the emissivity spectral index. Although in principle there will
be multiple populations of thermally emitting dust grains, in this
work we only consider one. Others have considered increasingly
complex thermal dust models (e.g. Hensley & Bull 2018).

Dust grains are not spherically symmetric and radiate more
efficiently along their longer axis. The asymmetric dust grains
will align with the local magnetic field. This causes thermal dust
emission to be polarized. Typical polarization fractions range from
0 to more than 20 per cent with a median value of 8 per cent (Planck
Collaboration XIII 2015a). The polarization fraction is higher along
lines-of-sight with lower column density and is therefore greatest
when the total intensity emission is weakest. At frequencies above
100 GHz thermal dust is the dominant foreground to the CMB
in total intensity and polarization and so we include it in both
models.

2.2 Parameter values

We carry out our analysis on seven individual pixels in total
intensity, and polarization, with parameter values that are chosen
to provide a representative sample of a wide range of foreground
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2962 L. Jew et al.

Figure 3. Cumulative histograms of the parameter values from the Planck Collaboration XIII (2015b) results (extrapolating the synchrotron amplitude in
polarization to 5 GHz with a temperature spectral index of −3.1) with the parameter values of the pixels considered in this work indicated with vertical lines.

environments (and one of the pixels having no foreground contam-
ination). The eight pixels chosen here do not represent all possible
levels of foreground contamination, which would require a full-
sky simulation, but they are representative of the combinations of
different foreground amplitudes found across the sky. They thus
demonstrate the possible range of component separation results
given the observations we assume.

Other than the pixel with no foreground contamination, the
foreground amplitude values were selected by picking regions from
the Planck component maps (Planck Collaboration XIII 2015b) and
taking the local amplitudes of each component. Other foreground
parameters were given the global fiducial values listed below.
The locations of the pixels on the sky are shown in Fig. 1, with
descriptive names corresponding to their positions on the sky. The
locations of all the pixels have been observed in the C-BASS North
survey.

The parameter values that we use to generate each pixel are listed
in Table 1, where the superscripts (I) and (B) on the amplitude and
reference frequency parameters indicate whether they are for total
intensity or polarization pixels. Specifically;

(i) The synchrotron amplitudes, free–free emission measures,
and thermal dust parameters were taken from Planck Collaboration
XIII (2015b).

(ii) The polarized amplitudes were set to the estimates of the
polarized intensities divided by

√
2.

(iii) The synchrotron spectral indices are set to −3.1. The
synchrotron spectral curvatures are set to 0 (and also 0.15 when
explicitly specified in the text). From a spectral index of −3.1 at

0.408 GHz, a spectral curvature of 0.15 results in a spectral index
of −2.68 at 100 GHz.

(iv) The free–free electron temperature was set to 7000 K in each
pixel.

(v) The AME amplitude was set to the amplitude of the AME-1
component from Planck Collaboration XIII (2015b) and the peak
frequency was set to 25 GHz.2

(vi) The CMB amplitude was set to 75 μK in total intensity and
0 K in polarization.

The total intensity and polarization frequency spectra for each of
the pixels are plotted in Fig. 2.

Fig. 3 shows cumulative histograms of the parameter values
from the Planck 2015 diffuse component separation results (Planck
Collaboration XIII 2015b), and the vertical lines are at the parameter
values of the pixels listed in Table 1. We extrapolate the polarized
synchrotron amplitude from 30 GHz to our reference frequency of
5 GHz using a temperature spectral index of −3.1 where the spectral
curvature is set to zero.

By setting the polarized amplitudes to the polarized intensity
divided by

√
2 we have assumed that the polarized synchrotron and

thermal dust emission is split equally between the E- and B-mode
components. Measurements of the E and B spectra of both syn-
chrotron and dust across large areas of the sky suggest that typically

2Planck Collaboration XIII (2015b) modelled AME with the sum of two
spinning dust components; together their peak frequency is closer to 23 than
25 GHz.
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Table 2. Frequencies and sensitivities of simulated data in both intensity
and polarization.

Name ν (GHz) σ I (μK deg) σ P (μK deg)

C-BASS a 5.0 73.0 73.0
Haslam b 0.408 2.5 × 106 –
WMAP K c 23 5.82 –
WMAP Ka 33 4.18 –
WMAP Q 41 3.52 –
WMAP V 61 3.79 –
WMAP W 95 3.92 –
Planck 30 d 28.4 2.45 3.30
Planck 44 44.1 2.57 3.9
Planck 70 70.4 3.08 4.5
Planck 100 100 1.00 1.53
Planck 143 143 0.333 0.72
Planck 217 217 0.261 0.60
Planck 353 353 0.198 0.57
Planck 545 545 0.0855 –
Planck 857 857 0.0319 –
LiteBIRD 40 e 40 – 0.613
LiteBIRD 50 50 – 0.393
LiteBIRD 60 60 – 0.325
LiteBIRD 68 68 – 0.265
LiteBIRD 78 78 – 0.222
LiteBIRD 89 89 – 0.192
LiteBIRD 100 100 – 0.150
LiteBIRD 119 119 – 0.125
LiteBIRD 140 140 – 0.0967
LiteBIRD 166 166 – 0.105
LiteBIRD 195 195 – 0.0950
LiteBIRD 235 235 – 0.125
LiteBIRD 280 280 – 0.217
LiteBIRD 337 337 – 0.318
LiteBIRD 402 402 – 0.615

Notes. a Jones et al. (2018)
b 10 percent of median ant temp.
c Bennett et al. (2013)
d Planck Collaboration XIII (2015b)
e Sensitivities from table 2 of Remazeilles & Chluba (2018).

the E-mode signal is larger by a factor ∼2 (Planck Collaboration
XVI 2014c; Liu, Creswell & Naselsky 2018), however this does not
qualitatively affect the results presented here.

We set the CMB polarized amplitude to zero in order to model
the situation of attempting to measure a vanishingly small B-mode
signal with perfect E–B separation. We can then interpret the width
of the posterior distribution of the CMB amplitude as the limits on
any detection, and any displacement from zero as bias.

2.3 Frequencies and sensitivities of simulated observations

We simulate the pixels at frequencies that are characteristic of cur-
rent and upcoming surveys. The centre frequencies and sensitivities
assigned to each survey are listed in Table 2. In total intensity the
sensitivities correspond to 1◦ pixels. This results in high signal-
to-noise detections of all components (including the CMB) across
most of the sky. In polarization we use sensitivities corresponding
to 3◦ pixels. This scale roughly coincides with the recombination
peak and ensures sufficient signal-to-noise to detect the polarized
dust emission in all of the Planck 353 GHz pixels.

We have assumed that colour corrections have been made and
do not impact the results or errors substantially. For the total
intensity simulations we include the WMAP, Planck, and Haslam

all-sky surveys. This is the same set used in the analysis of Planck
Collaboration XIII (2015b).

For polarization we include the Planck surveys and proposed
surveys from the next-generation space mission LiteBIRD (Suzuki
et al. 2018). For LiteBIRD, we use the same frequencies and
sensitivity values as Remazeilles & Chluba (2018). The sensitivity
to E- and B-mode polarization in the pixels is assumed to be the
same as the sensitivity to Stokes Q and U. These sensitivities
are representative of other proposed missions aiming to detect
r � 10−3.

In future work we will consider a more extensive set of low-
frequency surveys, such as Rhodes/HartRAO (total intensity only at
2.3 GHz; Jonas, Baart & Nicolson 1998), S-PASS (2.3 GHz; Carretti
et al. 2019), and QUIJOTE (10–40 GHz; Génova-Santos et al. 2015).

3 METHOD

In this section we describe the fitting algorithm that we use to
estimate the parameter posterior distributions, the priors that we
have used, and the summary statistics that we calculate from the
posterior distributions.

3.1 Parametric fitting

We use a Markov-Chain Monte Carlo (MCMC) method to maximize
the posterior distribution of the parameters,

p(θ |d) ∝ L(d|θ )π (θ), (7)

where p(θ |d) is the posterior distribution, L(d|θ ) is the likelihood,
π (θ) is the prior, θ are the free parameters of the model, and d are
the data (Bayes & Price 1763; LaPlace 1814).

To construct our likelihood function we assume that the mea-
surement of a total brightness temperature at each frequency has
normally distributed errors about the true temperature, with a
variance given by the square of the RMS sensitivity assumed for
each measurement. The total likelihood is simply the product of the
individual likelihoods across all the frequencies.

To construct the posterior distribution we also need to choose
appropriate priors. We want to demonstrate the impact of using
different sets of data on the parameter constraints, and therefore we
wish to avoid the use of informative priors, which place constraints
of the parameter values based on additional information. We note
that informative priors are sometimes used to ensure convergence
in cases where the data themselves are insufficiently constraining.
While this is sometimes a valid choice, here we explicitly want to
expose how well the parameters can or cannot be constrained by
the data.

Flat priors are not always uninformative – a flat prior in some
parametrization can induce biases in the posterior distribution. In
single-parameter models, the correct uninformative prior is the
Jeffreys prior, which is invariant under a re-parametrization of
the likelihood. The straightforward extension to the multiparameter
case is the multivariate Jeffreys prior, which is the square root of
the determinant of the Fisher information matrix I,

πMJ (θ ) =
√

det I(θ ), (8)

where the Fisher information matrix is given by

I(θ )i,j = −E

[
∂ log L

∂θi

∂ log L

∂θj

]
, (9)

and E[x] is the expectation value of x (Jeffreys 1939). However,
there are well-known problems with the multivariate Jeffreys
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2964 L. Jew et al.

Table 3. Priors on the free parameters. sX, i is the brightness temperature of component X in map i. There
are two sets of limits listed for the synchrotron and thermal dust amplitude parameters, the first is for the total
intensity case and the second is for the B-mode polarization case. In total intensity we imposed the additional

constraint −4 ≤ βs + 1
2 Cs log

(
500 GHz

νs,0

)
≤ −2. F

′
is the derivative (with respect to frequency) of the template

spectrum. The total prior is obtained by multiplying the prior for each parameter together.

θ π (θ ) Limits

Synchrotron
As ∝ constant [0, 104] KRJ, [−50, 50] mKRJ

βs ∝
√∑

i

(
1
σi

ss,i
As

log( νi
ν0

)
)2

[−4, −2]

Cs ∝
√∑

i

(
1
σi

ss,i
As

log2( νi
ν0

)
)2

[−0.5, 0.5]

Thermal dust
Ad ∝ constant [0, 104] KRJ, [−100, 100] μKRJ

βd ∝
√∑

i

(
1
σi

sd,i

Ad
log( νi

ν0
)
)2

[0.8, 2.2]

Td ∝
√√√√∑

i

(
1
σi

sd,i

Ad

[
ν0

1−exp(− hν0
kTd

)
− νi

1−exp(− hνi
kTd

)

]
1

T 2
d

)2

[12, 45] K

Free-free

EM ∝
√∑

i

(
1
σi

Teτ
EM

exp(−τ )
)2

[0, 104] cm−6 pc

(Note, τ ≡ f(Te) × EM)
Spinning dust

Asd ∝ constant [0, 104] KRJ

νp ∝
√∑

i

(
1
σi

ssd,i

Asd

νp0

ν2
p

[
F ′(ν0νp0/νp)
F (ν0νp0/νp) ν0 − F ′(νi νp0/νp)

F (νi νp0/νp) νi

])2

[15, 70] GHz

CMB
ACMB ∝ constant [−1, 1] KCMB

prior. For example, when using this prior the maximum posterior
estimates of the mean and standard deviation of data that are drawn
from a normal distribution have incorrect degrees of freedom,
(πMultivariate Jeffreys(μ, σ ) ∝ 1/σ 2). In other cases the multivariate
Jeffreys prior introduces significant biases into maximum posterior
parameter estimates. Jeffreys himself advised against its use, and
instead suggested the Jeffreys independence rule prior, where each
parameter is considered independently in turn (Jeffreys 1946).

For each parameter θ i, the independence-rule prior is simply
given by

π (θi) ∝
√√√√−E

[(
∂ log L

∂θi

)2
]

, (10)

and for the full set of parameters the prior is

πJR(θ) ∝
∏

i

π (θi). (11)

The independence-rule Jeffreys prior for each parameter can be
derived analytically, and they are listed in Table 3.

Our curved synchrotron spectrum model is not physical for
all parameter values at all frequencies. For example, a positively
curved power law with falling spectrum will eventually reach a
minimum brightness before turning over and rising with frequency.
We therefore impose a joint constraint on the synchrotron spectral
index and spectral curvature so that the effective spectral index at
500 GHz is between −4 and −2,

− 4 ≤ βs + 1

2
Cs log

(
500 GHz

νs,0

)
≤ −2. (12)

The marginalized prior distributions for each parameter, with
and without the C-BASS data point and with and without letting

the spectral curvature vary, are shown in Fig. 4. The priors are
generally broad and, within the parameter limits, favour values
where small changes have the largest effect on the Likelihood. The
synchrotron spectral curvature prior peaks at Cs = 0, a result of
the joint constraint on the spectral index and curvature. Without the
joint constraint, π (Cs) would increase rapidly with Cs.

We are deliberately exploring regimes where it is difficult to
constrain all of the parameters with the limited data, and so the
choice of prior is important. An alternative choice of uninformative
prior may be the Reference prior, which maximizes the relative
entropy between the posterior distribution and the prior (Bernardo
1979). This allows the data to have maximal impact on the posterior.
The Reference priors for highly dimensional models such as ours
are non-trivial to calculate and must be estimated numerically, and
we leave it for future work to estimate the reference priors for these
models and test whether this provides improved estimates of the
parameters.

In both intensity and polarization we both set the synchrotron
curvature to zero, and allow it to vary. This means that on the
simulated data with true synchrotron curvature of 0.15, we are mis-
modelling the synchrotron spectrum when the curvature parameter
is set to zero. We do this to illustrate the effect of using too simple
a model that ignores important aspects of the true sky emission.

When fitting the total intensity data we applied a positivity prior
on all amplitude parameters. We relaxed this constraint for the
polarization pixels.

We used the Metropolis-Hastings algorithm (Metropolis et al.
1953; Hastings 1970) to explore the parameter space, implemented
in PYMC (Patil, Huard & Fonnesbeck 2010). The chains were
started at the true values for convenience and run for different
lengths depending on the number of free parameters. In polarization
we ran the chains for 4 million steps, and during a burn-in period
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C-BASS: Simulated parametric fitting 2965

(a) Total intensity

(b) Polarization

Figure 4. Marginalized prior distributions of the free parameters in the total-intensity model (top) and the polarization model (bottom). The prior does not
change significantly with the combinations of surveys considered in this work.

that lasted two hundred thousand steps we tuned the width of the
step proposal distribution every one thousand steps, and we thinned
the chains by a factor of five. In total intensity when the curvature
was fixed, we ran the chains for ten million steps, and during a
burn-in period that lasted for three million steps we tuned the
step proposal distribution every one hundred steps, and thinned

the resulting chains by a factor of one hundred. In total intensity
when the curvature was free to vary, we ran the chains for one
hundred million steps, and had a burn-in period of thirty million
steps during which we tuned the step proposal distribution every
one hundred steps, and we thinned the resulting chains by a factor
of one thousand. Thinning has no effect on the results it simply
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Figure 5. Frequency spectra of a thinned subset of samples from the converged MCMC chains in the Barnard’s Loop pixel for both total intensity and
polarization with free and fixed synchrotron spectral curvature and true curvatures of 0.0 and 0.15. The red lines are synchrotron, the blue lines are thermal
dust, the green lines are free–free, the yellow lines are AME, and the purple lines are the CMB. The total signal is shown by the grey lines, the true spectra are
shown in black.

Table 4. Ratios of the total error volumes for the total intensity pixels
(top) and polarization pixels (bottom). Ratios greater than unity indicate a
reduction in the total error volume by the inclusion of the C-BASS data. The
total error volumes were calculated from two sets of simulated data, with the
true synchrotron curvature set to either 0 or 0.15. In the fitting process the
synchrotron curvature parameter was either fixed to zero or allowed to vary
freely. This introduces a modelling error in the case of simulated data with
true curvature of 0.15 and when fixing the curvature to zero in the fitting.

True Cs value 0.0 0.15
Cs free or fixed Free Fixed Free Fixed

Total intensity
Galactic Plane 9000 2000 000 5000 4000
Lambda Orionis 1000 000 500 000 6000 2000
Barnard’s Loop 4000 000 600 000 300 000 3000
Near Orion 300 300 2000 5
Off Plane 1000 7000 4000 200
NPS 70 000 1000 000 30000 000 20 000
Polaris Flare 300 000 10 000 200 000 50
Geometric mean 50 000 70 000 100 000 600

Polarization
Galactic Plane 2000 000 200 000 2000 000 60 000
Lambda Orionis 90 000 60 000 100 000 2000
Barnard’s Loop 10 000 100 000 10 000 7000
Near Orion 10 000 100 000 20 000 4000
Off Plane 5000 60 000 5000 6000
NPS 2000 000 10 000 2000 000 600
Polaris Flare 50 700 60 1000
Geometric Mean 10 000 20 000 10 000 3000

reduces the correlation between samples and results in smaller file
sizes.

We tested for convergence by inspecting the traces and also using
more formal methods. For each parameter we used the Raftery-
Lewis diagnostic (Raftery, Raftery & Lewis 1995) to estimate the
thinning required to produce an independent chain before testing for
convergence with the Geweke diagnostic test (Geweke 1992). From
preliminary work we found that the total intensity pixels required
significantly longer chains than the B-mode pixels to strictly pass

the convergence tests. This is because the total intensity pixels have
a greater number of correlated and weakly constrained parameters
than the B-mode pixels. Shorter chains could be used along with
more efficient sampling algorithms such as the No-U-Turn Sampler
(Hoffman & Gelman 2011). The chains would also converge more
quickly if we used informative priors.

As an example, Fig. 5 shows thinned subsets of the converged
chains for the Barnard’s Loop pixel in both total intensity and
polarization, with free and fixed synchrotron spectral curvature
in the fitting, and true curvatures of 0.0 and 0.15. To condense
the complicated multidimensional data to summary statistics we
estimate the covariance of the parameters from their true values.
For the parameters θ i and θ j the covariance is

C i,j = E
[
(θi − θ̂i)(θj − θ̂j )

]
, (13)

where θ̂i is the true value of parameter θ i. The total error volume is
the determinant of this matrix. We can compare the error volumes
without and with C-BASS by taking their ratios. Ratios greater than
unity indicate an improvement in the total error volume.

The ratios of the total error volumes condense all of the mul-
tidimensional posterior distributions into a single dimensionless
number. To investigate the impact on individual parameters we take
the square root of the diagonal elements of the covariance matrix.
Assuming that there is no irreducible error, then the total error, �i,
on parameter θ i is the sum of the bias and variance of the posterior
distribution,

�2
i = C2

i,i = E
[
(θi − θ̂i)

2
] = Bias2 [θ ] + Var [θ ] , (14)

where the bias and variance functions have their usual definitions;

Bias[θ ] = E[θ − θ̂ ] (15)

Var[θ ] = E[θ2] − E[θ ]2. (16)

In the same way that we take the ratio of the total error volumes
to quantify the impact of the C-BASS data point, we take the ratios
of the total errors for individual parameters. Ratios greater than
unity indicate that the parameter constraint has been improved.
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