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We describe two developments of tensor network influence functionals (in particular, influence
functional matrix product states (IF-MPS)) for quantum impurity dynamics within the fermionic
setting of the Anderson impurity model. The first provides the correct extension of the IF-MPS to
continuous time by introducing a related mathematical object, the boundary influence functional
MPS. The second connects the dynamics described by a compressed IF-MPS to that of a quantum
embedding method with a time-dependent effective bath undergoing non-unitary dynamics. Using
these concepts, we implement higher-order time propagators for the quench dynamics of the Ander-
son impurity model within the boundary IF-MPS formalism. The calculations illustrate the ability
of the current formulation to efficiently remove the time-step error in standard discrete-time IF-MPS
implementations as well as to interface with state-vector propagation techniques. They also show
the advantages of IF-MPS dynamics, with its associated highly compact effective bath dynamics,
over state-vector propagation with a static bath discretization.

I. INTRODUCTION

Quantum impurity models, such as the Anderson im-
purity model (AIM), consist of an interacting impu-
rity coupled to a (possibly non-interacting) bath. They
provide simple settings in which to study quantum
many-body physics, and the challenge of describing non-
equilibrium dynamics in such models has spurred the de-
velopment of many computational techniques [THI2].

One way to describe quantum impurity dynamics is
to use the equation of motion of the impurity reduced
density operator obtained by tracing out the bath. The
influence of the bath is clearly expressed in a path integral
language via the Feynman-Vernon influence functional
(IF) [13], which reweights the paths in the path integral.
Although the influence functional for a non-interacting
bath with linear coupling can be expressed in a compact
mathematical form, its effect on the impurity dynamics
must still be numerically approximated in practice [14-
25].

Recently, tensor network methods have been explored
within the IF language to overcome some limitations of
other numerical IF techniques, and in particular, to cap-
ture longer time memory effects [26H36]. By treating the
IF as a temporal wavefunction expressed as a tempo-
ral matrix product state (MPS), one can exploit low en-
tanglement in time, leading to a compact representation
of certain temporal correlations. Such tensor network-
based IF methods have been successfully demonstrated
in several contexts, including the spin-boson model [28-
32], hard-core bosons [31], one-dimensional spin chains
[26] 27, [33], and more recently, in the context of the ATM
[34-36].

The current work is concerned with two developments
of the tensor network IF approach. Although the ideas
generalize to IF's of any linearly-coupled non-interacting

bath, for concreteness we work specifically with the AIM.
The first development removes the time-step error in the
standard IF treatment obtained from a Trotterized rep-
resentation of the path integral. Formulating the prob-
lem in the continuous-time limit yields a continuous MPS
version of the IF-MPS. We show that the standard IF-
MPS in fact does not have a useful continuous-time limit,
and instead one must consider a closely related object,
the boundary IF-MPS, to define this limit. We provide
an explicit construction of the continuous-time boundary
IF-MPS for the AIM.

The second development is concerned with the rela-
tionship between the (boundary) IF-MPS and discrete
bath dynamics. Standard state-vector methods for the
dynamics of the AIM use a discrete bath with a fixed
set of bath energies and couplings [TH5]. We show that
impurity dynamics defined by an IF-MPS of fixed bond
dimension is equivalent to propagating in a space of ef-
fective bath orbitals in Liouville space, where the bath
energies and couplings dynamically vary with time. This
naturally connects tensor network influence functionals
to dynamical quantum embedding theories, such as real-
time density matrix embedding, which also utilize a dy-
namical set of bath energies and couplings [37]. An im-
portant difference, however, is that the IF-MPS defines
a non-unitary dynamics in the bath.

We implement the boundary IF-MPS propagation for
the AIM in both the discrete-time and continuous-time
formulations. Directly comparing to standard static bath
discretizations, we show that the IF-MPS method con-
verges extremely rapidly with respect to the effective
bath size, and shows none of the discretization artifacts
of standard bath discretizations. Further, the combina-
tion of the above two insights suggests that the bound-
ary IF-MPS dynamics in the continuum limit can be ef-
ficiently implemented using standard state-vector time-
propagation techniques. We use this to implement a



high-order Runge-Kutta time-propagator for boundary
IF-MPS dynamics and demonstrate the high-order error
with time-step. In contrast, we show that higher than
first-order Trotter methods in the standard discrete-time
IF-MPS still suffer from first-order time-step errors, due
to the IF-MPS bond truncation. By Trotterizing the cor-
rect continuous-time dynamics, we derive a corrected ver-
sion of the Trotterized error with the correct time-order
scaling, significantly improving on the second-order Trot-
ter formulation currently used in tensor network IF ap-
proaches.

The paper is organized as follows. In Sec. [[I} we
first recapitulate the formulation of the IF-MPS for non-
interacting fermionic baths, describing in detail the for-
malism we use here in terms of number-conserving Slater
determinants. Through this picture, we establish the
connection between the IF-MPS dynamics and Liouville
state-vector propagation of an impurity coupled to a set
of effective bath orbitals, that is, the dynamics of a quan-
tum embedding of the impurity. In Sec.[[II} we analyze
the continuous-time limit of the IF-MPS and show that
the correct object to consider is the boundary IF-MPS
and we provide its continuous-time limit. Using the state-
vector formalism, we rewrite the continuous-time propa-
gation in terms of a differential equation of motion for the
Liouville state-vector in the quantum embedding space.
In Sec.[[V] we provide numerical results using the bound-
ary IF-MPS for the single impurity Anderson model and
compare the discretization errors associated with a static
set of bath orbitals with the dynamic set of bath orbitals
defined by the IF-MPS. We further analyze the time-step
errors from both the discrete-time and continuous-time
formulations. In Sec. we conclude with discussions of
some implications of our results.

II. INFLUENCE FUNCTIONAL THEORY IN
DISCRETE TIME

A. Influence Functional for Single Impurity
Anderson Model

We consider a single impurity Anderson model,
H=Hs+ Hgp + Hp,
Hg =Unyiy + Y eohq,
g

Asp =Y (el do + ), (1)
Hp = Eitl ¢,

1,0

where df, (éjo) creates a fermion of spin ¢ € {1, ]} in the

impurity (bath) orbitals and 7, = dfd, is the number
density operator of the impurity orbital of spin o. Note
that Hgp and Hp are of noninteracting (quadratic) form.

Hereafter, we assume a discrete and finite set of bath or-
bitals and also assume that the impurity is initially de-
coupled from the bath, 5(0) = ps(0) ® pp. We further
assume a Gaussian initial bath, in particular, the ther-
mal state pg oc e P75 with inverse temperature 5. For
quadratic operators, we omit the hats when expressing
their matrix elements in a single-particle basis.

While the time evolution of the density operator can
be described by the von Neumann equation,

d A

i = (.4, 2)
we instead will adopt the super-fermion representation of
Liouville space [I7, [B8H41]. This uses a super-Fock space
with twice the number of orbitals as the original Hilbert
space, obtained by applying a particle-hole transforma-
tion to the bra of the density operator, and assuming
the resulting operator acts on a vacuum to produce a
state. We denote states in the super-Fock space using a
double bra/ket notation. For example, the initial den-
sity operator is written as [p(0))) = |ps(0))) @ |pg)). The
von Neumann equation now becomes a Hamiltonian time
evolution with the Liouville operator, L,

i 1oy = Lip) (3)

The Liouville operator for the Anderson impurity model
takes the form (using tildes on the operators from the
particle-hole transformed Fock space),

ﬁzi5+i53+ﬁ37
Ls = Unpny — U1 —ng)(1 —ny)
+ eolite + 1),
L . (4)
Lsp = Z (tiéj,(,dc, + tiézgd,, + h.c.) ,
Lp =Y Ei(d 0+ é0),

1,0

where we have omitted all constant terms. We will collec-
tively refer to the tilde and non-tilde creation operators
as d;o,

1<i< N

5
Ny+1<i<2N,’ 5)

for Ny bath orbitals.
The initial bath state in the super-Fock space, |pg)),
is given by a Slater determinant

s =TT (f+(Bios D)L, + f-(Bio 93, ) 10D (6)

1,0

where |0) is a vacuum state in the super-Fock space,
er(EuB) = (1 +eﬁE)_1a and f*(EuB) =1- f+(E7ﬁ)



We are often interested in the reduced density operator of
the impurity, ps = Trp(p). In the super-Fock space, the
trace over the bath is equivalent to taking the overlap
with a trace vector that can be expressed as a Slater
determinant,

Trs) =T (¢l + ¢, ) 10y, (7)

1,0

and the amplitude of a configuration s in pg can be ex-
pressed as,

(slps)) = ({s| @ (Tral) |p) - (8)

The discretized time evolution of the density operator
with timestep At can be expressed via a second-order
Trotter decomposition

- . i r N
lps(tn)) = Trp [(e‘éLSAte_lLSBAte_2L5At)
= T [USOSEOS - USEUS |p(0))] )

where ty, = N;At and U® (USP) is the time evolution
operator for Lg (Lsp and Lp). The tensor network di-
agram for this time evolution is shown in Fig. [I} where
we see that the U® tensor is applied only within the im-
purity S, whereas the tensor for U is applied to both
S and B.

The influence functional (IF) tensor is defined as the
tensor arising from the contraction of all the bath degrees
of freedom in Ugp, the initial bath density operator, and
the trace vector (Fig. . This IF tensor is indexed by
the state of the impurity orbitals before and after each
Usp, for N time-steps (denoted si, and s, , respectively,
for the m-th time-step) and so is indexed by the configu-
ration of 2/V; impurity orbitals. In addition, we mention
that the IF tensors for different spins are constructed
separately thanks to the absence of spin-mixing terms in
Lgp, and hence, the spin indices are omitted for brevity.

Due to the one-dimensional structure of the tempo-
ral axis, the IF can be rewritten in terms of INV; tensors
that are directly obtained from U®Z by inserting the
bath configurations between each time-step. Denoting
the impurity configurations, s = (si,s{, e ,sﬁ'vt,s{\,t),
and the corresponding IF tensor element as I(s), the ma-
trix product state (MPS) representation of the IF can be
written as,

st s‘f st gl
I(s) =17 AN o ATV ) (10)

t

where the matrix elements for A,, are given by

st ,s{n J @
(A";n )b b = <<S7anﬂ bm‘ USB |Sm7bm*1>> ? (11)

myVm—1

and by, is the bath configuration after m applications of
OS2, 74, = (Bolpp(0)), and Iy, = (Trp [bx, ).

In the above MPS representation, the bond dimension
is given by the dimension of the super-Fock bath space,

IF

FIG. 1. A schematic diagram for the real-time evolution
of the Anderson Impurity model in Liouville space after
N; = 5 time-steps. The initial density operator is given by
p(0) = ps ® pB, described by a vectorized state in a Liouville
space. The time evolution of the density operator is described
by time evolution operators following a second-order Trotter
decomposition, alternating between Us (squares) and UsB
(rectangles). After the time evolution, the bath degrees of
freedom are traced out, which is equivalent to applying the
trace tensor, Trp, to the bath. The influence functional (IF)
tensor corresponds to the tensor after the contraction of the
bath modes in all 053, B, and Trp tensors.

which, in many cases, is too large to deal with directly.
Previous studies [35, [36] have made use of the fermionic
Gaussian properties of the IF (arising from the linear cou-
pling and quadratic bath) to find a compressed form of
the MPS representation [42], 43]. In this work, we will use
a slightly different language to formulate the MPS com-
pression in terms of finding Schmidt vectors in the bath.
This algorithm (described in Sec. is closely related
to that in Ref. [42] and improves on the computational
scaling in Ref. [43].

B. From Influence Functionals to State-Vector
Propagation

In this work, we will often switch between two equiv-
alent pictures: dynamics encoded by a compressed IF-
MPS, and a state-vector propagation corresponding to a
quantum embedding. To understand this mapping, we
first describe the conventional MPS compression scheme
(i.e. without using any Gaussian properties of the bath)
and explain how it can be interpreted as a type of pro-
jected bath dynamics. (We recall that the IF-MPS can,
in general, be expressed through Eq. [I0] and [[T} for ar-
bitrary system-bath quantum dynamics, i.e. even for an
interacting bath).



FIG. 2. General matrix product state (MPS) compression scheme for an influence functional MPS (IF-MPS). The bond
dimension of the initial uncompressed MPS is given by the dimension of the bath Liouville space, indexed by bath configurations,
b (left). The MPS needs to be converted into canonical form for an optimal truncation. The gauge matrices, G,,, are inserted
in the bath Liouville space to convert the MPS into the canonical form (middle). Gauge matrices transform the original matrix
elements of the MPS into left-normalized matrices, denoted as L., = GmAmGT_nl_l. Afterward, projectors are inserted into

the bath subspace that contains the bath states with the largest singular values (right). The projected bath configurations are

denoted as I;m .

In conventional MPS compression, the MPS is first
transformed to a canonical form to enable an optimal
truncation of the bond dimension. The canonical form
is defined using the gauge degrees of freedom in the
MPS [44],

A s LS = G A nGrl, (12)
— Um m—17
i f i f
S ,Sm Sm’sm
S Lot Tt =1, (13)
i o
SmSm

where the matrices, Lff{“syf“, satisfying Eq. are called
left-normalized matrices. The gauge matrices, G,,, are
inserted in the bond space, or the Liouville bath space
of the IF-MPS (Fig. [2). The MPS that is composed of
the left-normalized matrices is called left-canonical. The
left-canonical MPS is then
Is) = LNt g (14)
Si Sf Si Sf . .
where B]'"' = G1A}"". After choosing this gauge,
the MPS is compressed by iteratively applying truncated
singular value decompositions (SVD) from right to left.

We can group together the effect of the gauging and
compression together with the system-bath evolution to

define new matrices of the IF-MPS, A,,,

(Af:rlmsfn) —
Emngn—l

<<3fnvgm|PmémUSBG;Llflpmfl ‘an»l;mfl» ) (15)

where P, denotes the projectors onto the bath states as-
sociated with the largest singular values (or equivalently,
the largest eigenvalues of the bath density matrix) after
the gauge transformation (Fig. 7 and b,, denotes the
projected bath configurations.

A,, can be viewed as defining a (non-unitary) evolution
in the Liouville space of the system and the bath. Alter-
natively, the MPS gauging and compression procedure
can be seen as a pure projected bath dynamics in the Li-
ouville space, G, 'P,,G,,, inserted between the system-
bath evolution USB. The coarse-graining (i.e. projec-
tion) of the bath degrees of freedom is referred to as
a quantum embedding, and consequently, the truncated
IF-MPS dynamics is a quantum embedding scheme with
a dynamically evolved bath, similar to (real-time) den-



sity matrix embedding theory (DMET) [37, 45H47], but
with the important difference that the dynamics of the
projected bath is non-unitary, as G, is non-unitary.

As the time-step At — 0, we are led to the continuous-
time limit of the IF-MPS. We consider the subtleties of
continuous-time construction in Sec. [[ITA] However, the
above shows that we can also view time evolution as be-
ing performed on an embedded state-vector (“wavefunc-
tion”) in the projected Liouville space (embedding space)
{|s% bm))}. We can then formulate the continuous-time
dynamics in terms of the equations of motion for the em-
bedded wavefunction and the bath projectors (or equiv-
alently, the bath density matrix). The dynamics of such
a bath density matrix has previously been considered in
the MPS language in Ref. [27] for a 1D spin chain, which
derived the dissipative contribution of the system-bath
coupling to the density matrix dynamics.

We will be interested in the above constructions for the
case of a fermionic Gaussian bath where we can replace
the discussion of many-body states and density matrices
with orbitals and 1-particle reduced density matrices (1-
RDM). We now turn to the formulation of the IF-MPS
operations in terms of these quantities.

C. Schmidt Decomposition of Slater determinants

In this section, we review the Schmidt decomposition
of Slater determinants [46, 48]. A Slater determinant is
given by

Noce

wy=T]él0), &= cyal (16)
p=1 7

where é:) is a creation operator of the Ny.. occupied or-

bitals, d;f is a creation operator of orthonormal orbitals
in the basis of n sites, and Cj, is the orbital coefficient
matrix. Given a bipartite Hilbert space, H = Ha ® Hp,
where the first n 4 orbitals belong to subsystem A and the
other ng = n — n4 orbitals belong to subsystem B, the
Schmidt decomposition of the Slater determinant can be
obtained by diagonalizing the one-particle reduced den-
sity matrices (1-RDM), I';; = (¢| &}di [1), of the subsys-
tems. Assuming ng < ng and Ny > ng, the Schmidt
decomposition can be written as,

na Noce

[Y) = H (\/W‘L,k +VI1- l/kéTB,k) H ¢ 10)
k=1 l=na+1

(17)

where vy (1—vy) denote the eigenvalues of the 1-RDM of

A (B) with values between 0 and 1, 627,6 (égvk) create the

corresponding eigenmodes, and éTB,l create eigenmodes
with eigenvalue 1 of the 1-RDM of B.

Based on the above, the orbitals in B can be classi-

fied into three different categories: (1) entangled orbitals,

éjg,k, 1 < k < nyu, which are entangled with A, (2) core

5

orbitals, éTByl, na+ 1 <1 < Nyee, which are fully occu-
pied in B and not entangled with A, (3) virtual orbitals,
which are unoccupied and so do not appear in Eq.[17and
also are not entangled with A.

Note that the Slater determinant with all v, = % cor-
responds to a maximally entangled fermionic state, |¢),
where the reduced density operator of subsystem A is
proportional to the identity. It is possible to write the
1-RDM of A from |¢) as that of a maximally entangled
fermionic state |¢) after a gauge transformation within

the subsystem A, i.e. G4 |¢), where

R R v
G4 =exp <Z loggkCZ,kcA,k> UES i (18)
k

l—Vk7

up to a normalization constant factor, assuming 0 < vy <
1 for all k. G 4 satisfies the following

CA:Aéz’kégl = gkéi},k’ éAéA’kG'ZI = gkiléAyk (19)

This gauge transformation is related to the gauge trans-
formation introduced in Sec. because the state |¢)
is ‘left-normalized’ with respect to the subsystem A. We
will use this gauge transformation to convert Slater de-
terminants into left-normalized forms in the next section.

The Schmidt decomposition can be truncated by treat-
ing the entangled orbitals with v, ~ 1 (v, ~ 0) as
core (virtual) orbitals, retaining the orbitals with larger
Vi(1 —vg). In other words, a projection operator on
the entangled orbital space that keeps only v close to %
can be applied to truncate the Schmidt decomposition.
This truncation scheme is sometimes called a “mode”
truncation [42] 49 [50] and has been utilized in the con-
text of tensor network truncations of fermionic Gaussian
states.

After a truncation to neyy entangled orbitals, the Slater
determinant can be written as,

MNent

) = T (voweh + vI=wiéh,)

k=1
Nent+NA,c Nent+NB,c
At .
X H Call CB,i 0), (20)
[=nent+1 [=nent+1

where na . (np,.) is the number of core orbitals in A (B).

D. Influence Functional tensors as Slater
determinants

We now describe how the bipartitions of the exact in-
fluence functional tensor can be expressed as Slater deter-
minants, which are obtained by propagating a finite num-
ber of steps forward in time from |pg(0))) or backward in
time from ((Trg|. Thanks to the noninteracting nature
of the bath, both the IF and its partitions correspond to
fermionic Gaussian states, specifically, Bardeen-Cooper-
Schrieffer (BCS) states [34H36]. Despite this fact, we will



(b) B
[7SB
L =]
| | t
\ 0SB | [wR)
L =]
| |
USsB
[ T T 1
p5(0)
(c) Trg
[SB
[ ]
“ r
‘ [7SB ‘ |@LNe=3y)
[ ]
1
[7SB
B

FIG. 3. (a) A right IF state after one time-step, |¥T1). Tt
represents a partial contraction of the bath degrees of freedom
between the time evolution operator, UsB , and the initial
bath density operator, pp(0). It can be expressed as a Slater
determinant by introducing a maximally entangled fermionic
state, ¢, which has impurity and auxiliary fermionic orbitals
denoted by S and A, respectively. Coupling the maximally
entangled state to the time evolution operator on the input
impurity orbitals yields the Slater determinant state. (b) A
right IF state after the m-th time-step, |[#7*™), (m = 3 in
the figure) can also be represented as a Slater determinant
by introducing maximally entangled fermionic states at each
time-step. (c) A left IF state, |TX™), (m = N; — 3 in the
figure) can be constructed by contracting the time evolution
operator from the top downwards, and can also be repre-
sented as a Slater determinant by inserting maximally en-
tangled fermionic states starting from the top.

prefer to work with Slater determinants and convert the
BCS states to Slater determinants through a particle-
hole transformation. This is because when building the
matrix elements of the IF-MPS in Eq. [I5] the basis of
Slater determinants will allow us to use number sym-
metry, which significantly reduces the prefactors in the
numerical computations.

We define the right and left bipartitions of IF (right
and left IF for short) [, USP - |pp(0)) and (Trp| -

1L, U;ZB , respectively, where the products follow the or-

der in the MPS representation and here, - indicates the
partial contraction of the intermediate bath configura-
tions. We start with the first right IF, USB . |pp(0))
for simplicity. Its tensor elements are determined from
(sT,b1) USB(|si) @ |pp(0)), and its external degrees of
freedom are si, s/, and by (see Fig. a)). Its occupation
numbers satisfy the relationship,

n(s]) +n(b1) = n(s}) = n(pz(0)), (21)

which is not consistent with a number-conserving state.

After applying the particle-hole transformation to the
input configuration, s{ — 5%, (for example, 00 — 11,
01 — 10, 10 — 01, and 11 — 00), we obtain,

n(s{) +n(b1) +n(s) = nlpp(0) +2,  (22)

where n(5%) = 2—n(si). Therefore, after the transforma-
tion, the right partition IF is a Slater determinant with
n(pp(0)) + 2 occupied orbitals.

Formally, the particle-hole transformations can be ex-
pressed in terms of fermionic tensor network contractions
by inserting maximally entangled fermionic states,

o) =1 %wz +di) (o), (23)

where the index s denotes the input impurity orbitals
from the super-Fock Liouville space and &/ indicates a
creation operator of auxiliary fermionic orbitals. Note
that the occupation numbers of the auxiliary fermionic
orbitals have particle-hole transformed occupation num-
bers compared to the original input impurity orbitals.
The right IF state representation of USE - |pp(0))), which
we will denote |U2)) = |UF1)) is then written as follows

(Fig. ),
[wRL) = (1@ USE) |g) @ |pp(0)),  (24)

where [4 is the identity operator on the auxiliary
fermionic orbitals. Because the initial state, |¢)) ®
lpB(0)) is given by a Slater determinant and I4 ® UB
is number-conserving, we see again that the right IF
state is also a Slater determinant. The right IF state for
[1,,USE - |pp(0)) can be similarly expressed by insert-
ing maximally entangled fermionic states at each time-
step and coupling one of the modes to U°E, as shown
schematically in Fig. Bp.

To construct the compression of the IF-MPS later, we
require the bath 1-RDMs. Given the right IF state at
the m-th time-step, [Uf™)) we define the bath 1-RDM
of the right IF state (Fig. [dh) as,

P L) )
©] <<\I/R,m|\llR,m>> ’

where the indices ¢ and j refer to the super-Fock bath
orbitals. The 1-RDM at the next time-step can be com-
puted from the evolution of |¢))@| ™) under 40U 5.



The bath 1-RDM after the evolution can be written as,
1—\1};,er1 _ [USBFR,mUSBT]ij + [UASBquaUASBT]ij7
(26)
where T'? denotes the 1-RDM of |¢)) and UA%B denotes
a single particle-basis representation of I4 ® USB. The
diagrammatic representation of the evolution of the bath
1-RDM is drawn in Fig. [dp.

We can construct the left IF state in an analogous way,
but where the state propagates in the inverse (negative)
time direction using U551 (Fig. ) Denoting the left IF
state and its bath 1-RDM, |¥L)) and T'L| respectively, the
bath 1-RDMs at successive time-steps (from top down-
wards) are related by

Flf_:j,m—l _ [USBTFL,mUSBLj n [UASB]LF¢>UASB]ij7

(27)
Note that the initial state is given by the trace vector,
|WL:NeY) = |Trp)), which is also given by a Slater deter-
minant as in Eq.[7] With both the left and right IF state,
the IF-MPS can be written as (ULm|. |[UEm) for any
m.

E. Influence Functional Matrix Product State
Compression

We now revisit the MPS compression of the IF-
MPS, described in Sec. [[IB] but now utilizing the non-
interacting nature of the bath, which allows all the steps
to be expressed at the level of orbitals and single-particle
quantities.

In Sec [[TB] the optimal compression of the MPS re-
quired the IF-MPS to be in a canonical form. This was
achieved by transforming matrices into left-normalized
matrices by inserting gauge matrices into the MPS. As
discussed in Sec. [[TD] the partitions of the IF-MPS for
a non-interacting bath are Slater determinants, and the
gauge transformation (Eq. to convert Slater determi-
nants to maximally entangled fermionic pairs, which are
left-normalized, was introduced in Sec. [[IC]

We therefore have all the ingredients to convert the IF-
MPS to canonical form. We start with the left IF state,
|ULY), and determine the gauge transformation, G, from
the eigenvalues and eigenvectors of the bath 1-RDM, FZLJ
We denote the eigenvalues of Ffj as vy, where k indexes

the eigenvalues, and the rotation matrix as RZ-L,C, whose
columns are the eigenvectors of I'” in a single-particle
basis. With this gauge transformation, we can represent
the IF-MPS as, (0*|- [UF)) = (¢]- G - |U7)). The gauge
matrix in the single-particle basis, GG, can be written as,

G = g R, (28)

where g, = /v /(1 — vg) (Eq.. Note that g diverges

when v, — 1, so in practice, we regularize v with a small
threshold ¢ so that v, = ¢ when vy, <ecand vy =1—¢
when 1 — v, < e. A similar regularization scheme for

the 1-RDM has been used in multiconfiguration time-
dependent Hartree theory [51) 52] and real-time density
matrix embedding theory [37, [47].

The gauge matrices need to be absorbed into the right
IF state to further canonicalize the IF-MPS. We call the
state, [UC) = G - |[UR), a gauge-transformed right IF
state and its bath 1-RDM, I'®. The gauge transformation
is a non-unitary transformation, so we always normalize
the state when computing I'C.

(W€ ala, W)
(wewe) (29)
= [GVIR(IRGIGVTR + 1 - 1) 'VTRGH]

G _
ré =

ij

where T is the bath 1-RDM of the |T®). A detailed
derivation of this expression is included in the Supple-
mental Material.

Subsequently, we decompose the gauge-transformed
right TF state into a right-normalized maximally entan-
gled fermionic state and another gauge transformation,
and this gauge transformation contains the singular val-
ues of the IF-MPS at this bipartition. Taking the largest
singular values in the truncated SVD in the conventional
MPS compression is equivalent to taking the eigenvectors
of I'“ with eigenvalues closest to 3 (or large v (1 —vf))
as done in the mode truncation approach introduced in
Sec. [[LCl We will call the bath orbitals from the selected
eigenvectors of I'? the effective bath orbitals.

Hence, the procedure for IF-MPS compression at the
orbital level is as follows: (1) Diagonalize the bath 1-
RDM of the gauge-transformed right IF state, I'“, and
obtain its eigenvalues, 1/,?, and rotation matrix, R%. (2)
Take the eigenvectors with the Neg largest v< (1 — v&),
where N.g is a number of the effective bath orbitals we
select, defining the truncated rotation matrix Rf. (3)
Construct the projection operator, P, from Rf, ie. the
eigenvectors corresponding to the effective bath orbitals.
The configurations from the other bath orbitals in the
projected subspace are fixed to be either fully occupied
(core orbitals, & a 1) or unoccupied (virtual orbitals,
Ve ~0).

For the Liouville time evolution of the Anderson impu-
rity model with the initial Gaussian thermal bath, it is
possible to prove that if V,? is an eigenvalue of I'“, so is
1 — v¢ (Supplemental Material). In this case, we obtain
the same number of core and virtual orbitals and choose
the effective bath orbitals symmetrically by occupancy.

The tensor elements of the IF-MPS can then be com-
puted from Eq. after applying the gauge transforma-
tion and the projectors, P,,, for each m-th time-step,

<<srfn,l~)m| PmémQSBG%£1Pm71 ‘Sinﬂ Emfl» ) (30)

with the configurations of the effective bath orbitals, b,,.
This tensor element defines an effective time evolution
operator for the embedded wavefunction defined on the
impurity and effective bath orbitals. The diagrammatic
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FIG. 4. (a) The bath 1-RDM of the right IF state, I'® is obtained by tracing out the impurity orbitals, i.e. by contracting
the state with its complex conjugate, within the impurity space. (b) The bath 1-RDM of the right IF state after the m-th
time-step, '™ can be updated to 'Bm+l Ly applying the time evolution operator and tracing out the impurity orbitals.
(c) A gauge transformation, G, is extracted from the bath 1-RDM of the left IF state, I'”, by converting it to a maximally
entangled fermionic state, ¢. The gauge-transformed right IF state is obtained by applying the gauge transformation, CA{ to
the bath, and its bath 1-RDM is transformed to I'“. (d) The impurity-bath time evolution operator, USB, is approximated
by an effective time evolution operator by projecting the bath to the effective bath orbitals after the gauge transformation,
Pm+1ém+1 UsB G’;me. The filled and unfilled rectangles represent the core and virtual orbital spaces and these spaces are
projected into fully occupied and unoccupied states, respectively.

representation for the effective time evolution operator is
illustrated in Fig. [4d.

The above tensor elements can be efficiently computed
from determinant formulae. Since the configurations in
the core and virtual orbitals are fixed, we can compute
the determinant of block matrices, keeping the core and
virtual orbital block matrices fixed. Therefore, the com-
putational complexity to compute determinants for all
configurations is O(NJ +22Nett N3.), where the first term
corresponds to the computation of the determinant and
inverse of the core and virtual orbital block matrices and
the second term corresponds to the computation of the
determinant of the effective bath orbital block matrices.
The cost for computing the full set of MPS tensor ele-
ments at time-step IV; is O(Nl?Nt + 22NeffN§HNt), which
is linear in the number of time-steps NV;.

III. CONTINUOUS-TIME FORMULATION OF
IF-MPS

A. Boundary Influence functional tensor

Defining the continuous-time limit of the influence
functional tensor network is in principle one way to elim-
inate the time-step error from the standard second-order
Trotter decomposition, and in numerical applications al-
lows for the introduction of a wide variety of higher-order
differential integrators. However, as shown in [33], the

IF-MPS shows a nonphysical entanglement entropy scal-
ing in the limit of At — 0, as the entanglement entropy
always scales to zero. This suggests that the continuous-
time limit requires a more careful treatment.

In particular, the formalism of continuous matrix prod-
uct states (¢cMPS) [53] 54] describes a quantum wave-
function of continuous variables that (in general) sup-
ports a finite entanglement entropy as the discretiza-
tion approaches the continuum limit. In this section, we
show that the usual IF-MPS does not support a standard
cMPS representation in the continuous-time limit, and
instead a closely related object, the boundary influence
functional MPS should be used. The boundary influence
functional MPS is implicitly used in transverse contrac-
tion [26, B5] (e.g., Ref. [27] states that this becomes a
continuous MPS in the continuum limit, without pro-
viding an explicit construction) and has previously been
used in influence functional calculations with interacting
baths [31].

Consider the continuous-time limit At — 0, where

USB can be expressed as,
USB =T —i(Lsp + Lp)At, (31)

and the corresponding matrix elements of the IF-MPS,
A®57 | are,

A%0 — T i pAt
A% = A0 — T opAt
AV = [ —iLgAt.

(32)



These do not have the same form as the tensor entries in
a ¢cMPS [53] [54], which take the following form,

A° = I+ eQ
= VeR (33)
A? = %GR%

where () and R are arbitrary matrices within the virtual
bond space of the MPS, € is the infinitesimal interval
corresponding here to At on the temporal axis, and the
upper indices 0, 1, and 2 label the number of excitations
in the physical bond.

There are two main differences between Eq. and
Eq. [33] First, the IF has an additional ‘I’ term in
AV1. that is not in A2 in Eq Second, the A! terms
are proportional to At, not v/At. It is clear to see the
effect of these two differences in the formulation of the
differential equation of motion for the 1-RDM I'’*. In
the infinitesimal limit of Eq. after expanding USB
the first term becomes

[USPrRmysSPY] o =TR™ —i[Lp, T AL (34)

For the second term,
1
[UASBOpASEY] | = —§LSBLEBA1&2, (35)

which vanishes at At — 0. Therefore, the differential
equation of motion for I'® becomes

R
% = —i[Lp,TF. (36)
This corresponds to unitary dynamics in the super-Fock
bath orbital space, which preserves the spectrum of T'?.
The initial ['® is given by the pure state |pg)), so its
single-particle spectrum consists of only 0 and 1. Thus,
the entanglement entropy of the IF is zero. Note that this
result is the manifestation of the fact that the term in
Eq. [35]is proportional to (At)?2, instead of (At)!, which
implies that the bath dynamics does not have effective
‘dissipation’ terms. .
To obtain a more proper continuum}imit, we split U SB
into two parts. For clarity, we write I in Eq. |3 as Is ®
I [p. Similarly, Lp can also be written in product form,
IS ® LB, and LSB is the only term that acts on both the
impurity and bath. We can split Lsp using its singular
value decomposition,

IA/SB = Z tsidldi + h.c.

S,

ns
=Y 0720 +he. (37)
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FIG. 5. The time evolution operator USE can be split
into two tensors, W and W58 , which can be expressed as
USB = > WS ® WB In the single impurity case with two
impurity orbitals in the Liouville space, the index a has four
components.

where ng is the number of singular values. This leads us
to write U as follows,

ﬁSB = js@ (jB 7Z‘IA/BAt)

£ 3 (08 VAT © (~i0PVAD + hie

(39)
2ng
— S WS ews
a=0
jg a=0
Wf: OAS\/7t 1<a<ng
OanS\/E ng+1<a<2ng 10
IgflLBAt a=20 ( )
sz —ioBﬁ 1<a<ng
—ZOanS\/Kt ng+1<a<2ng

Therefore, instead of defining the elements of the MPS
using US55, we use WB These are the tensor elements of
the boundary IF- MPS Its diagrammatic representation
is drawn in Fig. [}l We can introduce a set of maximally
entangled orbitals, f on the auxiliary indices a thereby
expressing W2 in a number-conserving format,

WP =1Ip—ilpAt—ivVAtY (fjéf + h.c.) (41)

The matrix elements of the boundary IF-MPS are then
given by,

WEY =1Ip —iLpAt
WL = —iv/ALY " (fI0F + 1)

P=At) 107,

which satisfies the form of Eq. [33] [56]. Therefore the
boundary IF-MPS has a well-defined continuum limit. It
is also possible to construct W72 from USP for general
At outside the continuous-time limit, which is described
in the Supplemental Material. Henceforth, we will im-
plicitly assume that the IF-MPS refers to the boundary
IF-MPS except where the distinction is important.

(42)



B. Gauge dynamics in the continuous-time IF-MPS

The boundary IF-MPS matrix elements define a new
effective time evolution operator in the Liouville space of
the system and bath with a well-defined continuous-time
limit with non-vanishing entanglement entropy. This
makes it possible to express and compress the MPS in
the continuous-time limit.

As described in Sec. [[ID] in the case of a non-
interacting bath, the object that defines the conversion to
canonical form and the compression is the 1-RDM of the
right /left IF state, I'® and I'*. Using W#, we can con-
struct the corresponding iterative procedure to update
the 1-RDM of the right/left IF state. In the continuous-
time limit, At — 0, this leads to an equation of motion
for the 1-RDM of the right/left TF state.

The equation of motion for the 1-RDM of the right IF

state, I'"?, is given by,

dar _ pip R BB 1R

W:t t —Z[LB,F }—{t t ,F }, (43)
where {A, B} = AB + BA is an anti-commutator. A

detailed derivation of this equation of motion is in the
Supplemental Material. It clearly shows that t? acts as
a dissipation term. Similarly, the equation of motion for
the 1-RDM of the left IF state, I'", is given by,

art

=518 +i[Lp, TH] -
dt +7/[ B ]

{tP1tB 1LY, (44)

From 'Y, we can find the gauge transformation G.
This is then absorbed into the right IF state to canon-
icalize the IF-MPS. For I'?, the 1-RDM of the gauge-
transformed right IF state, we first define the gauge-
transformed time evolution operator

dG .
B
wW¢=GawBg? ert

Ip —ilontt— VALY (FIEL+ 1),

G 'At =

. i 4 da -
Lo =GLG ™+ iEG_l,
_ Z 1 4 (45)
- K‘aia’i’
i
Kll _ tBG71
E? = GOPIG! ana“j,

k? = GtPT.

Bl = GOBG

Note that in the definition of L g, we have taken At — 0,
and there is a term that takes into account the time de-
pendence of the gauge transformation. The time deriva-
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tive of the gauge transformation can be written as,

dG ., . e bL —
EG ! . = rgy Ok — Xi:gkRilic Rigr ",
. —1 _ ;U
Ik = (1 — 1)
I-/k:_[RLTI'*LRL] :—Z|Zt 1_2Vk)
Lt pL [RLTFLRL} kl
RMIRE| = k#1) =
[ }kl v — U (k#1D)
1=k —vi it BB pL (Lt L
— [R 7't R]kl+Z[R LBR }kl7
(46)

where we set the RE terms to be zero when k = [ and
|uk — 1| < e. Note that R” is only defined up to degener-
ate eigenvectors of ', therefore, to fix this redundancy,
we propagate R with the regularized R” from a refer-
ence time, which we set to be the final time of the T'F
propagation.

With this gauge-transformed time evolution operator,
the equation of motion for I'® can be written as follows.

dr¢
—— = k2&¥ —i(Lgpl© —

{r2x?, 10}

+ 16 [KQKQT KR!+ i(Lep — L) T, (47)

After obtaining I'“ in this continuous-time picture, the
effective bath orbitals and their rotation matrix, R°% (see
Sec. , can be defined from the eigenvectors of I'C.
R is then used to construct the time-dependent projec-
tion operator, P, which defines the compression of the
IF-MPS in the continuous-time setting.

C. Embedding Liouville operator for the embedded
wavefunction

Once we solve the equation of motion for T'%(t), its
truncated spectrum defines a set of effective bath orbitals
at all (continuous) times ¢t. By projecting the original
Liouville dynamics into the time-dependent embedding
space (of system and bath orbitals) and retaining terms
first order in At, we can extract the generator for the em-
bedded wavefunction, which we call here the embedding
Liouville operator, L¢™P. This yields a continuous-time
state-vector propagation governed by the boundary IF-
MPS.

First, by expanding Eq. 30, we have PLgP where P
is the projection operator mto the effective bath orbitals
and LG = GLsgG™ '+ Lep. In addition, there is also
a term for the time dependence of the effectlve bath or-
bitals in the projection operator. Using the rotation ma-
trix of the effective bath orbitals, R°, the additional Li-
ouville operator from this time dependence can be writ-



ten as,

X=X (] aba. )
where m and n index the effective bath orbital basis. Fi-
nally, the impurity-only Liouville operator can be simply
added. The embedding Liouville operator becomes,

L = Lo+ PLGP + X = Lg + LY. (49)
We can now write down the equation of motion for
the embedded wavefunction, |[We™PY)) with which we can
carry out state-vector propagation,

d em
i [T

_ iemb \Ijemb )
g ) (50)

Note that the embedding Liouville operator, Lemb g
time-dependent.

D. Connections to embedding theories

We conclude this section by explicitly connecting
to the formalism of real-time density matrix em-
bedding theory (real-time DMET) [37, [47] and the
closely related time-dependent complete-active-space
self-consistent-field method (TD-CASSCF) [57, 68]. In
particular, we focus on real-time DMET since the wave-
function ansatz in real-time DMET has the same form as
the embedded wavefunction here [37],

1) = ten(t)|s) @ [b) = Z%b )[s,b),  (51)
s,b

where s and b are configurations in impurity and bath,
respectively, and s3(t) are the corresponding time-
dependent amplitudes. The selection of a finite number
of effective bath orbitals limits possible bath configura-
tions, and the effective bath orbitals are allowed to be
time-dependent.

In the IF-MPS, the effective bath orbitals were de-
termined by the bath 1-RDM. In contrast, in real-time
DMET, the effective bath orbitals are determined by the
time-dependent variational principle (TDVP), assuming
the embedding wavefunction ansatz (51)). The equation
of motion from TDVP is

it = (3.0 (H +X) [0), (52)
b) = iX D). (53)

where X is a quadratic Hermitian operator that describes
the time dependence of the effective bath orbitals, which
has the same form as Eq.[48] but here, its elements are de-
termined from the TDVP equations. The equation of mo-
tion in Eq. |52 defines the embedding Hamiltonian H+X
which corresponds to the embedding Liouville operator,

Lemb ip Eq. Aside from the different generators of
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the bath dynamics, a qualitative difference between real-
time DMET and the embedding scheme that derives from
the IF-MPS in this work is the nonunitary nature of the
gauge transformation, G. In the real-time DMET, the
X operator implements unitary dynamics of the effective
bath orbitals.

IV. RESULTS

We now describe simulations that implement the above
boundary IF-MPS formulation, including its continuous-
time formulation, in the single impurity Anderson model.
To generate reference results, we used state-vector propa-
gation with a large bath discretization of the AIM. Specif-
ically, we used N, = 40 discrete bath orbitals (N, refers
to orbitals of each spin, i.e. 40 spin 1 and 40 spin | or-
bitals) to approximate the bath spectral density function,
J(w), using a linear scheme [3|, 5], as follows

where W = 10T, w € [-W, W], and I; = [-W + M('—

1), —W + %], and the impurity Hamiltonian param-
eters were cﬁosen as U = —2e, = 2.5n'. The initial
bath state was taken to be the (decoupled) thermal state
with I'8 = 2, and the impurity was quenched from an
initial unoccupied state, pg(0) = |0)X0|. Benchmark re-
sults were then computed using the time-dependent den-
sity matrix renormalization group (tdDMRG) with bond
dimension up to 600 using the Block2 [60, [61] package.
We carried out a thermofield transformation on the bath
orbitals to reduce the bond dimension of the MPS, as
described in [5]. We then propagated the MPS using
the two-site time-dependent variational principle. With
the largest bond dimension 600 and a time-step size of
T'At = 0.01, all the local observables presented here are
converged with respect to bond dimension and time-step
to within an estimated absolute error of 107°.

The boundary IF-MPS calculations were carried out
both in the standard discrete-time formulation as well as
the continuous-time formulation of Secs. [ITBl and [ITCL
In the discrete-time case, we used the IF-MPS Slater de-
terminant compression scheme applied to the boundary
IF. The IF-MPS was constructed using both a second-
order Trotter decomposition (Trotter2, Eq.[9) and a 4th-
order Trotter decomposition (Trotterd) of the dynam-
ics. The 4th-order Trotter decomposition is based on the
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FIG. 6. The time-dependence of the double occupancy of the impurity, (ntn,), in the quench dynamics of the symmetric
Anderson model with U = 2.57T" and e, = —1.25x". The impurity is quenched from an initial unoccupied state and a thermal
bath of temperature I'8 = 2. Reference results from time-dependent DMRG are shown (tdDMRG, black dotted). (a) Results
from the discrete-time boundary IF-MPS using different numbers of effective bath orbitals, Neg = 4 (cyan), 6 (green), 8 (blue),
and 10 (red) with a time-step of I'At = 0.01. This shows that at Neg = 8 and 10, the IF-MPS dynamics are fully converged
to the eye compared to the reference results. (b) Results from the time-independent Lanczos-based bath discretization with
thermofield transformation using a series of static bath discretizations, N = 4 (cyan), 6 (green), 8 (blue), and 10 (red), where
NP is the number of Lanczos vectors in the thermofield transformed bath. The finite size bath errors are clearly larger than

in (a).

Forest-Ruth formula [62 [63],

iLAt

e ~ efiI:geAt/QefiﬁSBOAtefiﬂs(176')At/2

—ilsp(1—20)At —iLg(1—0)At/2 —iLsp0At —ils0At/2
e e e e R
(55)

with the constant § = 1/(2 — 2'/3) and a Trotter error
of order O(At®). Discrete-time boundary IF-MPS cal-
culations were then performed for different numbers of
effective bath orbitals Neg of each spin, which formally
corresponds to a boundary IF-MPS with a maximal bond
dimension of 4V, Note, however, that the system-bath
coupling in the Anderson model does not couple up and
down spins. Consequently, the IF-MPS factorizes into
a spin-up and spin-down IF (each of maximal bond di-
mension 2Veft) and we use this factorization for a more
efficient implementation of the discrete-time boundary
IF-MPS. The maximum bond dimension of 2V# can be
further reduced by only choosing the available configura-
tions from the number-conserving U (1) symmetry of the
embedded wavefunction.

For the continuous-time implementation, we wrote the
effective L™ as a second-quantized fermionic operator
which could then be used in state-vector propagation us-
ing a higher-order integrator such as 4th-order Runge-
Kutta. Note that to apply 4th-order Runge-Kutta to
the state-vector at time ¢, with time-step At, requires
L™ (t) at the intermediate time ¢ + At/2. To obtain
this, we propagated the bath 1-RDM equations of mo-
tion (Egs. with a finer time-step Atgpe, also

with the 4th-order Runge-Kutta integrator. Since the
cost to propagate the bath 1-RDM is much lower than
that for the many-body wavefunction, we used Atgpe
much smaller than At to minimize the time-step error
from the bath 1-RDM propagation. We fixed I'Atg,. =
0.01/25 ~ 0.00016 in this work. We then used the quan-
tum chemistry full configuration interaction (exact diag-
onalization) implementation in PySCF [64] [65] to carry
out the propagation of the state-vector.

One assumption for higher-order numerical propaga-
tors to be accurate is that the time-dependent embed-
ding Liouville operator, L°™, is well-behaved, i.e. it
does not change too sharply. However, in the initial and
final periods of the time propagation, we observe that
the spectrum of the Liouville operator diverges. This is
because I'” consists of nearly core and virtual orbitals at
either temporal boundary and large values of g, and g, !
in the gauge transformation are applied to the effective
bath orbital spaces.

This issue can easily be circumvented by initially prop-
agating the wavefunction without the gauge transforma-
tion for a short time. In this short time period, the
effective bath orbitals are taken from I'® and I'F. Af-
ter the completion of this short time period, the gauge
transformation is applied to the wavefunction, and subse-
quently, the wavefunction is propagated with the gauge-
transformed equation of motion. We found that the spec-
trum of the Liouville operator showed instabilities up
to an initial I'A¢; = 0.06 and after a final Aty = 0.1
(Supplemental Material). We therefore used propagation



without gauges in these short periods, and between these
boundary times, the wavefunction was propagated with
the gauge transformation.

A. Effective bath orbitals versus bath
discretization

As described in the analysis in Secs. [ID] the IF-MPS
time propagation can be viewed as propagating a wave-
function in the Liouville space of the impurity and a set
of effective bath orbitals. We now compare this time-
dependent discretization of the (Liouville) bath with a
more standard time-independent discretization.

In Fig. [6] we show the time-dependence of the dou-
ble occupancy of the impurity, (n4n;) in the quench dy-
namics. We show (second order Trotter discrete-time)
IF-MPS dynamics generated using effective bath orbital
numbers Neg = 4,6,8,10 with time-step I'At = 0.01
(Fig. @a) We also show results from a time-independent
bath discretization scheme based on a Lanczos itera-
tion with thermofield transformation [5 66, [67]. The
thermofield transformation transforms the initial thermal
state with N, bath orbitals to a Fermi sea with N, filled
orbitals and N, empty orbitals and the Lanczos tridiag-
onalization algorithm over the filled and empty orbital
space gives a truncated bath basis. We denote the num-
ber of Lanczos vectors in the truncated thermofield bath
as N,fh. We show dynamics using truncated thermofield
bath discretizations with N* = 4,6,8,10 in Fig. |§|b
The thermofield bath dynamics was propagated using the
quantum chemistry full configuration interaction method
and 4th-order Runge-Kutta with time-step At = 0.005.

As expected, the time-independent bath discretization
yields substantial finite-size errors due to the limited
number of Lanczos vectors supported by the bath, while
the effective bath orbitals encode much more faithful dy-
namics. Indeed, at Neg = 8, the dynamics is fully con-
verged to the eye (the corresponding error from the ref-
erence DMRG dynamics is shown in the inset), while the
leh = 10 dynamics fails for I't > 2. This illustrates
the compactness of the IF-MPS time-dependent bath de-
scription, which resembles the behavior seen in real-time
quantum embedding studies [37] even though the bath
dynamics in the current formulation is non-unitary.

B. Converging to the continuous-time limit

We now analyze the time-step error incurred by vary-
ing the time-step, At € {0.02/2"|n = 0,1,2,---,6}, at
three different propagated times, I't = 2, 3, and 5. The
number of effective bath orbitals is fixed as Neg = 8,
which is well converged to the reference data as shown in
the previous section. We examine the convergence by fit-
ting to the function, f(At) = AAt™ + C. The exponent
m is extracted from the difference, f(2At) — f(At) =
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A(2™ — DA™ o« At™, without the knowledge of the
constant term, C.

In Fig. [l the differences in (nyny), [(nyny)(2At) —
(nqny)(At)|, are illustrated as a function of different
time-steps, At. We compare four different boundary
IF-MPS schemes to analyze the time-step errors - 1)
discrete-time boundary IF-MPS with the second-order
Trotter decomposition (Trotter2, Eq.[J), 2) discrete-time
boundary IF-MPS with the 4th-order Trotter decomposi-
tion (Trotter4, Eq. , 3) continuous-time IF-MPS prop-
agated by the 4th-order Runge-Kutta (RK4) method,
and 4) continuous-time IF-MPS with the second-order
Trotter decomposition (cont-Trotter2), which will be de-
fined further below. The exponent m is extracted by fit-
ting the differences at the four smallest time-steps, and
the fitted function is plotted as dashed lines.

For all three different propagated times, the exponent
for the RK4 method has 4th-order time-step errors, which
agrees with the theoretical scaling. However, the expo-
nent extracted from both the second-order and 4th-order
Trotter decomposition in the discrete-time formulation
shows that the error is first-order in time-step, despite
the theoretical error scaling of each Trotter decomposi-
tion without tensor network compression. We further
note that the extrapolations to the continuous-time limit
(At = 0) from Trotter2 and RK4 agree with each other
up to 1079, whereas the extrapolated results from the
Trotter4 data do not (Supplemental Material). This is
because the continuous-time limit of Trotter2 (for finite
bond dimension) is the same as that of RK4, but that of
Trotter4 is not because it involves time evolution in both
the forward and backward time directions.

The above discrepancies in the time-step error scaling
of the Trotter schemes imply that there is an additional
first-order time-step error associated with the discrete-
time tensor network compression. We can show that the
first-order time-step error arises from the projection of
the reference (i.e., N = 40) bath orbital space into the
embedding space. For simplicity, we demonstrate this
using a time-independent projection operator P without
the gauge transformation and Lg = 0,

Pe—iLALD, (56)
Expanding up to At?, we obtain
A 1 -
P —iPLPAt — 57>L27>(At)2 +O((A)?). (57)

Now consider decreasing the time-step At to At/2. Then
the time evolution operator for At can be written as

PefiﬁAt/QpefiiAt/2P7 (58)

and by expanding it up to At?, we find

P — iPLPAL - i (PE*P + PLPLP) (A1) + O((A1°)
(59)
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FIG. 7. The difference in double occupancy (n4n;) between two different time-steps, At and 2At using discrete-time IF-MPS
with the second- and 4th-order Trotter decomposition (labeled as Trotter2 and Trotter4 with red triangles and green squares,
respectively) and continuous-time IF-MPS with the 4th order Runge Kutta method and the second-order Trotter decomposition
(labeled as RK4 and cont-Trotter2 with blue circles and cyan diamonds, respectively) at propagated times, I't = 2,3, and 5,
with the number of effective bath orbitals, Neg = 8. The results are fitted by the function, log|(n+n,)(2At) — (n+ny)(AL)| =

mlog At + b, and the fits are displayed with dashed lines.

The two expressions agree to first-order in the time-step,
but not to second-order in the time-step, due to the dif-
ference between PL*P and (PLP)2. Thus, after sum-
ming over t/At time-steps, the total propagation has
first-order time-step error, O(At). The IF-MPS compres-
sion involves time-dependent projection operators P(t)
together with gauge transformations G(t) However, by
assuming the smoothness of P(t) and G(t) in time, it is
easy to show that the discrete-time IF-MPS also has this
first-order time-step error.

Based on the above analysis, we can consider a modi-
fied Trotter decomposition method that is obtained from
the continuous boundary IF-MPS. We denote this as the
cont-Trotter method to distinguish it from the previous
Trotter methods. To obtain the cont-Trotter decomposi-
tion, we make the replacement,

xPefiI:AtfP N Tefif’Plh/Pdt _ Tefifig"ébdt’ (60)
where the integration is over the time-step interval At
and T refers to a fermionic time-ordering operator. This
can also be interpreted as a generalized time-dependent
Trotter decomposition [68] of the embedding Liouville
operator. The time-ordered operator can be expressed
using the following differential equation,

~ _ s rtit® femb
U(SC) — T@ i, LSy dt’

us to include all the time-information of LEE obtained

from the bath 1-RDM propagation with a Atge time-
step.

In Fig. [7} time-step errors from the second-order cont-
Trotter decomposition of the continuous-time IF-MPS
clearly show that this gives second-order time-step er-
rors. Indeed, the time-step propagation error with this
technique is better even than that of 4th-order Runge-
Kutta except for very small time-steps.

V. CONCLUSIONS

In this work, by analyzing the tensor network in-
fluence functional (IF-MPS) for the Anderson impurity
model, we derived the correct continuous-time limit via
the boundary IF-MPS. We further established a corre-
spondence to discretized bath dynamics and quantum
embedding. These formal results clarify the connection
between the IF-MPS and other long-standing numeri-
cal techniques. They also provide the foundation to de-
velop improved numerical implementations, for example,
through the higher-order propagators identified in this
work.

The numerical results we obtained on the quench dy-
namics of the Anderson model demonstrate the advan-
tages of the current formulation. For example, compared

d - a N
%U(x) = i LS (t; + ) U(x), (61)  to discrete-time IF-MPS, by using the equations of mo-
R . tion we derive, we can obtain high-order convergence of
and the desired operator is U(At). Since L‘g“éb is a non- the time-step error. This is in contrast to increasing the

interacting operator, solving this differential equation of
motion for U(z) is efficient (noting that the time evolu-
tion operator at z = 0 is given by the identity operator,
U(0) = I). We solve the differential equation using 4th-
order Runge Kutta with time-step 2Atgne, which allows

order of the Trotterization in the standard discrete time
approach, which does not in fact improve the time-step
convergence, due to the errors associated with compres-
sion.

Our results also support the advantages of IF-MPS dy-



namics in a more general sense: through defining, implic-
itly, a time-dependent bath representation, we find we
achieve a much more compact description of the influ-
ence of the bath than prior static bath discretizations.

The connections between IF-MPS and standard state-
vector propagation further open up the application of
a wide variety of wavefunction-based simulation tools
within the boundary IF-MPS framework. We plan to
explore the potential of these developments in a variety
of physical applications in future work.
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Supplemental Material for “Tensor network influence functionals in the
continuous-time limit: connections to quantum embedding, bath discretization,
and higher-order time propagation”

SM-I. ADDITIONAL DATA
A. Diagonal elements of impurity reduced density operator

In the main text, we showed the time-dependence of the double occupancy, (n4n ), following a quench dynamics
of the symmetric Anderson model with U = 2.57" and ¢, = —1.25#T" from the initially unoccupied impurity state
and a thermal bath of temperature I' = 2. In this section, we present additional data for diagonal elements of the
impurity reduced density operator, pos(t) = (aB|ps(t) |af), where o, 5 € {0,1} is the configuration of spin 1 and
1. For example, the double occupancy can be expressed as (n4n;) = p11. In Fig. we compare results from the
discrete-time formulation of the boundary IF with N.g = 8 effective bath orbitals to the benchmark result from time-
dependent DMRG (tdDMRG) with bond-dimension 600, as explained in the main text. The density operator elements
are normalized so the trace is 1, Trps(t) = 1. The maximum errors are of the order of 1072 in the intermediate
regime (I't ~ 2.0) and the errors at the steady state limit (I't > 3.0) are of the order of 107%, compared to the results
from tdDMRG.

— |af) = 11)

— JaB) =10)
la) = |00}
------- tdDMRG

0.8

0.6

I't

pnﬁ(t)

0.4
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FIG. S1. Diagonal elements of the impurity reduced density operator p.sg(t) = (afB|ps(t) |aB) of the symmetric Anderson
model with U = 2.57T" and ¢, = —1.257". The impurity is quenched from an unoccupied initial state with a thermal bath at
temperature I'8 = 2. Dotted lines are results from time-dependent DMRG (tdDMRG) with a bond-dimension 600 and solid
lines are results from the discrete-time boundary IF-MPS with a number of effective bath orbitals Neg = 8 and a timestep of
At = 0.01. (inset) Absolute deviations in p,g(t) compared to the results of tdDMRG.

B. Spectrum of embedding Liouville operator

In_this section, we show the instabilities of the embedding Liouville operator, f/emb, close to the boundary times.
Fig. [S2[shows the 4 largest eigenvalues of L™ constructed from the boundary IF with total propagated time, I't = 2.



The spectrum shows the instabilities at the initial and final boundary times, which are denoted by dashed lines at
I'At; = 0.06 and I'Aty = 0.1. We observe similar instabilities for other total propagation times up to I't = 5.

103 4

102 4

101 4

k-th largest eigenvalue of LEMP/T

100 4

10!

FIG. S2. The 4 largest eigenvalues of the embedding Liouville operator, ﬁemb, constructed from the IF with the total propagated

time, I't = 2. The spectrum shows the instabilities at the initial and final boundary times, which are denoted by dashed lines
at I'At; = 0.06 and FAtf =0.1.

C. Temporal Entanglement Entropy of Boundary IF

In Ref. [S33], the authors reported the vanishing temporal entanglement entropy scaling in the continuous-time
limit from the Hamiltonian dynamics of the one-dimensional spin chain, and [S35] shows that this scaling also holds
for STAM. We showed that the equation of motion constructed in the continuous-time limit leads to unitary dynamics
in the super-Fock bath orbital space, which preserves the spectrum of the 1-RDM, and hence the spectrum consists
of only 0 and 1 with zero entanglement entropy of the IF.

The boundary IF was proposed in the main text to modify the behavior of the IF to yield a meaningful continuous-
time limit. The tensor elements satisfy the form of a continuous-matrix product state and hence its physical properties
including the entanglement entropy are well-defined as the discretization is changed. In Fig. we numerically
demonstrate that the temporal entanglement entropy is almost invariant to the time discretization. The entanglement
entropy of the boundary IF is increasing very slowly over the propagated time, which allows us to achieve an efficient
classical simulation in the long-time limit.

D. Temporal Entanglement Entropy of one-dimensional Ising model

As shown in the above section, the entanglement entropy of the IF depends on the boundary splitting. In this
section, we show that the above boundary splitting also allows for a temporal entanglement entropy that converges
to a nontrivial value as a function of timestep size in the one-dimensional Ising model (which represents IF dynamics
with a non-quadratic interacting bath). Fig. [S4|shows data from two different splitting schemes of the time-evolution
operators, the first one absorbs singular values to the boundary, which corresponds to the ordinary influence functional
in [S33], and the second one splits the singular values, which corresponds to the boundary influence functional.

In this section, we denote this difference as a boundary ‘gauge’, or simply gauge for short, where we call the first
gauge the ‘absorb’ gauge and the second, the ‘split’ gauge. However, we stress that the gauge term here is different
from the ‘gauge’ in the main text, where the gauge referred to the gauge structure along the temporal direction. We



1.2 1
1.0 1
0.8 1
0.6 1

0.4 1

o — At =0.01
-—== At =0.005
-------- At = 0.0025

0 1 2 3 4 5 6 7 8

0.0 1

FIG. S3. Temporal entanglement entropy of the boundary influence functional at the half-cut with three different timesteps,
T'At = 0.01,0.005, and 0.0025, as a function of total propagated time. The other parameters are set to be the same as the
main text. The figure clearly shows that the values of entanglement entropy from three different timesteps overlap each other.

FIG. S4. Influence functional tensors can be constructed from gates after splitting the gate with a singular value decomposition.
The singular values can be either absorbed to the influence functional tensors (right upper side, we denote this the ‘absorb’
gauge) or split to both sides (right lower side, we denote this the ‘split’ gauge).

demonstrate the effect of the boundary gauge on the temporal entanglement entropy for a one-dimensional quantum
Ising chain with both transverse and longitudinal magnetic fields,

H=- Z(JafafH + gof + ho?), (S1)

%

initialized in a polarized product state, |Z+) = limpy_,00 \0)®N. We fix J =1 and tune the other two parameters to
test both integrable (¢ = 0.5, h = 0.0) and nonintegrable (g = —1.05, h = 0.5) systems with three different timesteps,
At = 0.01, 0.02, and 0.04. We use second-order Trotter decomposition to represent the time-evolution operators.
Fig. [S5|shows the temporal entanglement entropy as a function of propagated time in integrable and nonintegrable
models for three different timesteps with two different boundary gauges. The values of the temporal entanglement
entropy are converged with respect to the bond dimensions and the singular value cutoffs. It clearly shows that the
absorb gauge leads to zero temporal entanglement entropy as the timestep goes to zero, which agrees with [S33],
whereas the split boundary gauge allows us to get an almost timestep-invariant temporal entanglement entropy that
avoids the zero temporal entanglement entropy behavior for both integrable and nonintegrable models. This shows
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FIG. S5. Temporal Entanglement entropy from the quench dynamics of the quantum Ising model with both transverse and
longitudinal magnetic field, with a polarized initial state, |Z+) = limy oo |O>®N. We consider two sets of parameters for the
Hamiltonian, one correspond to an integrable system, J = 1.0, g = 0.5, h = 0.0 (left), and the other to a nonintegrable system,
J =1.0,g = —1.05, h = 0.5 (right) with three different timesteps, At = 0.01, 0.02, and 0.04 with two different boundary gauges.
It clearly shows that the absorb gauge leads to zero temporal entanglement entropy as the timestep goes to zero whereas the
split boundary gauge allows us to get an almost timestep-invariant temporal entanglement entropy with a non-trivial temporal
entanglement entropy in the continuous time limit for both integrable and nonintegrable models.

that the boundary influence functional with the split gauge contains the correct continuous-time limit and that
its entanglement entropy properly reflects the complexity of the classical simulation without timestep dependence.
Additionally, it avoids the numerical instabilities associated with small singular values which appear in the absorb
gauge due to the zero entanglement entropy when using small timesteps.

E. Timestep extrapolated data

In this section, we report the values of double occupancy compared to the results of tdDMRG after the zero-timestep
extrapolation for four different methods described in the main text with three different propagated times (Fig. [S6]).
These results show that the extrapolated dynamics from the discrete-time IF-MPS and the continuous-time IF-MPS
are consistent, as the difference between the results from Trotter2, RK4, and cont-Trotter2 lies within 107°.

However, the results from Trotter4d have different errors in comparison to the other three methods. This is be-
cause the discrete-time IF-MPS from Trotter2 and the continuous-time IF-MPS converge to the same object in the
continuous-time limit but the discrete-time IF-MPS from Trotter4 does not since it involves time evolution both in
the forward and backward time direction.

SM-II. SUPER-FERMION REPRESENTATION

In this section, we describe the super-fermion representation in more detail. The super-fermion representation
vectorizes the density operator, p, giving a wavefunction in a Liouville space, |p). For brevity, spin indices will be
omitted unless necessary. The Liouville space forms a super-Fock space with twice the number of orbitals. Formally,
it can be found by applying the density operator to a ‘left vacuum’ state, |I)), |p)) = p|I)),

7

1) =TTl + ) o) = exp (Z T) 0)©1), (52

where the empty orbitals, |0), are from the original Fock space, and the fully occupied orbitals, |1), are from the
extended Fock space. The application of p into |I)) can be interpreted as a particle-hole transformation of the bra
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FIG. S6. The values of the double occupancy compared to the results of tdDMRG after the extrapolation of the timestep to
zero for the four different methods described in the main text with the three different propagated times. The difference between
the results from Trotter2, RK4, and cont-Trotter2 is within 10™° whereas the results from Trotter4d extrapolate to a different
limit compared to the other three methods.

of the density operator, and |I)) can be interpreted as a set of fermionic Bell pairs. It is easy to see the following
relation,

alI) =&, o) =-e|n). (S3)

For example, for the thermal initial bath, pp, with an inverse temperature, 3,

1 e P o BN
pB = (1—}—6_BE" |0X0] + T o FB: |1><1> = (f-(Ei, B) [0XO] + f(E3, B) [1)(L)) ", (54)
the super-fermion representation, |pp)), is

o) = [T (F+(E )l + - (B 9)E ) [0). (85)

7

The expectation value for an observable O is given by,
Tr [0p] = (11016 (S6)

Therefore, |Trp)) in the main text has the same expression as |I)). From the von Neumann equation,

by applying the left vacuum |I)) on both sides, we can find the time evolution equation for |p)),

i) =i lp) = Lip). (8)
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with the Liouville operator, L, which can be found from [H,p]|I). Using the relationships, Eq. [SM-II, and the
Hamiltonian for STAM,

I:IZI:Is-I-I:ISB-l-I:IB,
Hs =Unyiy + Y eohe,

ﬁSB = Z (tié;gcig + h.C.) R (89)
Hp = ZEié;géi,m
The corresponding Liouville operator can be found as,
ﬁzﬁs+ﬁ53+ﬁ37
is = U’flT’fl\L — U(l — ’IQLT)(l — ’I:l\L) + ZEJ(ﬁU + TZLU),

fJSB = Z (tiéj,gdAg + tiéI7Udg + hC) R (SlO)
i’B = Z Ei(é;o’éivff + éj,o'éiﬂ)a
with constant terms omitted. For example, [)c;rcj |T) (i # j) can be expressed as,
pele |1) = pele; 1) = —pejel |1) = pe;el |1) = —ele; o) - (s11)
Note that the dynamics preserves its trace,

0= % Tfp) = (111 p) (s12)

for any p, so (I| L = 0. This is the reason why |I)) is called the left vacuum state.

SM-III. EVALUATION OF 1-RDM

A. Boundary IF-MPS

We first express U5 in a single particle basis.

KSS KSB

USE = (S13)
KB | KBB

(2] 24

Representing it in Grassmann variables, n and &,

<ﬁa €| USB |77’ §> = €xp [ﬁsKisk?ns’ + ﬁsK:qsi’Bfi’ + EZKZB;’STIS’ + giKi?’Bgi’}
— oxp K5y + EKEP g | exp[K5P e + GREn, | (s14)
The terms, K% and K BB, are factored out and the terms, K°Z and K25, couple S and B. K8 and KZ° can
be split with SVD, K98 = yeyeve, KBS = VbxbUb. Using the resolution of identity,
exp[n.13P €| = [ T]ddgdoy exp(-G305) exp 1.5 (001265 + G5 Vi,
P (S15)
exp[E7n ] = [ T] dddo} expl(~dh6%) exp GV (026} + (=) U]
P



USB can be expressed as,

(7,81 U7 10, €) = exp K S5 my + 71,U, (5326 + G4(5)}/ 2Ubm |

- (S16)
/ DEDG exp(~ iy — By h) exp|GREP € + G (2 2V + EVib(5)}/ 26

where D¢pD¢p = H dgb“dqb“gzﬁbdgbb It is equivalent to the contraction of two noninteracting gates, USB = WS . W5,
WS and W2 can be written in a single particle basis as follows,

KS5S | Ug(x0),”
Wo =
1/2
(=4),*ub, 0
(S17)
a 1 2 a
0 (E ) / pi’
wE =
vheht | KBP

B. [Iterative update of 1-RDM

The initial bath 1-RDM of the right IF state, I''* can be represented by a Slater determinant, C, after a purification

,/FR
C = : (S18)
I —TEk

which represents N;, occupied electrons in 2N, orbitals and where the time evolution operator is applied to the first
Ny, orbitals. The time evolution operator can be either the Trotterized time evolution operator, USB  or the boundary
IF, WB. Here, we use the notation, WE, ina general sense, including both unitary and nonumtary time evolution
(WB in the boundary IF is nonunltary) We denote the single-particle representation of WB as follows,

KSS KSB

ss’ si’

wh =

(S19)
KBS | KBE

(Z3



The column, [K°B, KBB|T is applied to the Slater determinant, and the other column, [K%% K9] introduces
additional occupied electrons. A transformed Slater determinant, C’, is,

KBBVTR | KBS

KSBVTR | K58
C' = : (S20)

I-TR 0

Note that each column is not normalized. To normalize the coefficient matrix, we compute the overlap matrix,
S = C'C, and then the normalized Slater determinant can be expressed as, ¢’ = C'S~1/2. The updated 1-RDM, "%
is,

JER R
'R — KBB\/ﬁ KBS .9 1. _ (821)
KBST

C. Gauge transformation of 1-RDM

Given the Slater determinant representation of the 1-RDM, as in Eq. a gauge transformation, G , is applied to
the first IV, orbitals. The unnormalized gauge transformed Slater determinant, Cz, can be written as,

GVIER

Co (S22)

I-TH

and hence the overlap matrix is cl Ce = VI'RGtGVTE 4+ I —TE. Therefore, the gauge transformed 1-RDM, T'| is,
G
1'% = [Co(CLC) T CL] s = GVTR(WTRGIGVTE + I — TR)~1VTRGT (S23)

In practice, we can construct the gauge transformed coefficient matrix and 1-RDM without the core and virtual
basis in T'¢ with the eigenvalues A\ < € or A > 1 —e. We first construct Cg with the chosen basis and project out the
gauge transformed core basis. The 1-RDM I'¢ is constructed afterward.

D. Equation of motion of 1-RDM in the continuous-time limit

In this section, we derive the equation of motion for the 1-RDM, TI', in the continuous-time limit of the iterative
1-RDM update. In the continuous-time limit, At — 0, and taking terms up to first-order in At, W2 has the following
form,

0 —ivVAtKSE

wh = : (S24)
—iV/ALKBS | T —iAtKBP

is’ i’




The updated Slater determinant is,

(I —iAtKBB)WIE | —i/AtKBS
—ivV/AtKSB\/TE 0
C' = . (S25)
0 I
I-TR 0

The overlap matrix from C’ is

0 —ivVIBKBS VIB(KSBIKSE 4 i KBBT — i KBB)Th 0
S=1+VAt (Z Bt 0 + At 0 ST DS (S26)
The updated 1-RDM, I'(¢t + At) = [C"S~1C'T] g, is,
D(t 4+ At) =T — iAtKPBT + i AtT K BBT - At KPS KBSt (527)

~AtKBS KBS - AT KBS KBS 1 AtT[ KBS KBST — KSBIRSB j(KBB — kBB
In the continuous-time limit, the equation of motion is given by,

dr’

Given I' = TB, K98 =B KBS — Bt KBB — [ with Lg = LE, and the equation of motion is given by,

dr# Bt,B _ . R BB 1R

th t% —i[Lp, T — {t°1t°, T} (S29)
Given I =Tl K98 =¢B KBS =Bt KBB — _ L. and the equation of motion is given by,

dar* Bt,B | : L Bt,B L

Given I =T¢, K58 = g1, KBS = 42, KBB = L, and the equation of motion is given by,

dr¢
e k2* —i(LapT© — FGLEB) — {221 T + 19 |26 — k1R 4 i(Lap — LLB)} re (S31)

E. Equation of motion of gauge transformation and effective orbital basis

The gauge transformation is expressed with the eigenvalues, vy, and eigenvectors, RiLk7 of the left 1-RDM, T'Z,
Gri = grREL*, where g, = \/vy/(1 — vg). Therefore, the equation of motion of the gauge transformation can be
written in terms of 7, and Rfk.
dG 1
dt

. 1
.o L L —1 . . .
. = Grgy, Okt — ;gkRik Rig;~, with grg, = o =) (S32)

The time dependence of the eigenvalues and eigenvectors can be computed from the perturbation of I'X to I'L — g¢I'E
(the minus sign is from the fact that the left 1-RDM is propagated in the inverse time). Perturbation theory gives
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the following expressions,

Uy = — [RLTFLRLLk =3 ZtﬁRh 2(1 - 21),

RIUTLRL o
[ J, (k1) = -V~ [RLyBYBRL) 4y (R LpR"|

kl v, — Vg Vi — U l

(S33)
|

where T'L is given by Eq. [S30
The equation of motion of the effective orbital basis can be derived similarly, which contributes to the Liouville
operator, X = —i Y mn [REHTRGH} al n.

mn

[ Reftt Reﬂ = M7 (S34)

mn lN/n — VUm

where 7, is the eigenvalue of I'C for the m-th effective orbital eigenvector.

F. Spectrum of I' and I'¢

Here, we prove certain properties of eigenvalues of I' and I'®,| namely that if v is an eigenvalue of ' or T'¢, 1 — v is
also an eigenvalue of T or I'“. It is useful to start from the original density operator picture before the particle-hole
transformation on one of the Fock spaces.

PB

|
[

~
[T

FIG. S7. Diagrammatic representation of tensor 7', which refers to the tensor from a bipartite cut of the whole influence
functional tensor before the k-th timestep (k = 2 in the figure).

First, to prove this property for I', we take the tensor, T, originating from a bipartite cut at the k-th timestep
(Fig. , and represent it using Grassmann variables, n and &, which represent the impurity and bath, respectively.

T = exp |7sgas s + Msgor &r + Eghrne + EghP (S35)

We represent the phase in the exponential with the matrix G,

(S36)

where Grassmann variables with bars (without bars) indicate fermions from the left (right) Hilbert space. From the
nature of unitary time evolution, G is a Hermitian matrix, G = G, and therefore diagonalizable, G = USUT. After
particle-hole transformation to the right Hilbert space, the tensor T can be represented as a Slater determinant,

s, 1
|T>=1;[( @fh Wf;) 0),

(S37)
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where f; and fg are defined as follows,

fT 1pc + Uspd

S38
fT Uipé! + Uspdy. (538)

The 1-RDM of the bath, I', corresponds to the 1-RDM expectation values of cj and EI. T" can be represented as,

Usp 1+22 Ujp | Up 1+22 Ujp My | M,
Uip7 +22 U, | Uips +22 U, My | M;

0 -1

where Ms = I — M;. Given this form, I satisfies RTRf = I —T', where R = (I 0

). Therefore, if v is an eigenvector

of I" with eigenvalue v, Rv is also an eigenvector of I' with eigenvalue 1 — v.

The spectrum of T'C can be similarly established by taking the IF tensor after tracing out the bath. The phase
matrix G of the tensor is still a Hermitian matrix and hence the 1-RDM for the orbitals in one partition satisfies the
same properties. The spectrum of I'“ is the same as that of the 1-RDM of the partition from the IF tensor, so it also
has eigenvalue pairs, v and 1 — v.
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