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1. General Considerations 
 

1.1 Materials and Synthesis 
 
Air-free syntheses were conducted using Schlenk technique under dinitrogen atmosphere with 
glassware that was either oven-dried at 150 ºC overnight or for at least 1 hour after flame drying. 
Diethyl ether (Et2O), hexanes, and tetrahydrofuran (THF) were dried using a Pure Process 
Technology solvent purification system and stored over activated 3 Å molecular sieves for at least 
1 night prior to use. Hexamethyldisiloxane (HMDSO, Sigma-Aldrich, ≥ 98%) was refluxed over 
calcium hydride at 60 ºC for 2 hours, distilled, subjected to 3 freeze-pump-thaw cycles, and then 
stored over 3 Å molecular sieves for at least 1 night prior to use. 2-bromotoluene (MilliporeSigma, 
99%) was subjected to 3 freeze-pump-thaw cycles and then stored over 3 Å molecular sieves for 
at least 1 night prior to use to remove dissolved gases and water content. N-butyllithium (n-BuLi, 
Sigma-Aldrich, 2.5 M in hexanes), chromium(III) chloride tetrahydrofuran complex (1:3) 
(CrCl3(THF)3, Acros Organics, 98%), tetrakis(o-tolyl)tin(IV) (Sn(o-tolyl)4, Sigma-Aldrich), 
copper (II) acetylacetonate (Cu(acac)2, Sigma-Aldrich, ≥ 99.9% trace metal basis), and 
palladium(II) acetylacetonate (Pd(acac)2, Sigma-Aldrich, 99%) were used without further 
purification. For non-air-free syntheses/workups, solvents used were either ACS or reagent grade.  

 
 

 
Scheme S1. Synthesis of Li(o-tolyl). 

 
(o-tolyl)lithium (Li(o-tolyl)): (o-tolyl)lithium was prepared according to a modified literature 
procedure.1 20 mL of dry Et2O was added to a Schlenk flask containing 2-bromotoluene (3 g, 17.5 
mmol) at -78 ºC. After 10 minutes, 7.38 mL of n-BuLi (2.5 M in hexanes, 18.45 mmol) was slowly 
added to the reaction mixture, which was then stirred at -78 ºC for an additional 30 minutes. The 
cold bath was then removed, and the reaction was allowed to warm to room temperature over the 
course of 1.5 hours. Volatiles were removed en vacuo, and the remaining yellow residue was 
washed with 2 x 20 mL of dry hexanes. The resulting white powder was then dried under vacuum, 
giving (o-tolyl)lithium in approximately quantitative yield.  
 
  

Br Li
1.05 eq. n-BuLi

Et2O
-78 ºC
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Scheme S2. Synthesis of Cr(o-tolyl)4. 

 
Tetrakis(o-tolyl)chromium(IV) (Cr(o-tolyl)4): Cr(o-tolyl)4 was prepared according to a 
modified literature report.2 A Schlenk flask was charged with Li(o-tolyl) (500 mg, 5.1 mmol) and 
5 mL Et2O. To another Schlenk flask, CrCl3(THF)3 (472.1 mg, 1.26 mmol) was added alongside 
10 mL Et2O. Both flasks were allowed to cool to -78 ºC. After ~10 minutes, the solution containing 
the aryl lithium reagent was transferred dropwise to the flask containing CrCl3(THF)3 solution. 
Once transfer was complete, the reaction flask was allowed to stir cold for 1.5 hours in the dark. 
The reaction was then allowed to warm to room temperature over the course of 30 minutes before 
volatiles were removed en vacuo. The reaction flask was then taken into the glovebox, where the 
purple/brown residue was taken up in ~20 mL HMDSO and ~40 mL hexanes, filtered through 
celite, and pumped dry. The residue was then successively washed with hexanes, filtered through 
celite, and pumped down until there remained no visible brown impurities. The resulting Cr(o-
tolyl)4 residue was isolated as a royal purple solid in ~10% yield with UV-vis and EPR consistent 
with prior literature reports.3,4  

 
1.2 Solid State Dilutions for EPR Analysis 
 
1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4: In the glovebox, 2 mg of Cr(o-tolyl)4 was dissolved in 15 mL 
of Et2O. This solution was transferred to a vial containing 108 mg of Sn(o-tolyl)4. The solution 
was thoroughly mixed with a pipette until all the tin complex appeared dissolved. The solvent was 
then quickly evacuated to give the solid state dilution as a bright purple, crystalline powder. 

 
2.2% Cr(o-tolyl)4 in Sn(o-tolyl)4 (co-crystallized): In the glovebox, 2.4 mg of Cr(o-tolyl)4 was 
dissolved in 15 mL of Et2O. This solution was transferred to a vial containing 108 mg of Sn(o-
tolyl)4. The solution was thoroughly mixed with a pipette until all the tin complex appeared 
dissolved. The solution was then concentrated to ~5 mL, and 10 mL hexanes were layered on top. 
The mixture was stored at -35 ºC and gave bright purple crystals after ~1 week. The crystals were 
then isolated from the supernatant, dried, ground via mortar and pestle, and used for EPR analysis. 
 
0.1% Cu(acac)2 in Pd(acac)2: This solid state dilution was prepared according to a previous 
literature report.5 Briefly, 0.16 mg Cu(acac)2 (diluted) and 203 mg Pd(acac)2 were dissolved in 
CHCl3, filtered, and precipitated by rotary evaporator.  

2. Experimental Methods 
 
2.1 Continuous Wave Electron Paramagnetic Resonance 
 

Li
0.25 CrCl3(THF)3 CrIV

Et2O
-78 ºC
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Continuous wave (CW) X-band electron paramagnetic resonance (EPR) spectra were obtained 
from a Bruker EMX CW-EPR spectrometer equipped with an ER- 4116DM Dual Mode resonator 
operating in perpendicular mode or a ER-4119HS High Sensitivity resonator. Samples were 
prepared in Norell 4 mm standard EPR tubes. Unless otherwise noted, spectra were collected in 
perpendicular mode (~ 9.6 GHz) with a modulation amplitude of 4 G and at a power of 0.5 mW 
(26 dB). Sample cooling was achieved with an Oxford Instruments ESR-900 liquid helium flow 
cryostat equipped with an ITC-503 temperature controller to access temperatures from 5 K – 80 K 
(liquid helium) or with a vacuum-sealed liquid nitrogen immersion dewar to access 77 K. When 
needed, spectra were baseline corrected by fitting the sloping baseline to a first-degree polynomial. 
Spectra were simulated using the EasySpin simulation toolbox (version 5.2.33) with MATLAB 
(version 2020b or 2021b).6 Note the zero-field splitting was found to be mildly dependent on 
temperature (+/– ~2% over the range 7 K – 60 K), consistent with a previous report.3 Where 
quantitative simulations of the spin Hamiltonian for pulsed EPR T1 anisotropy were required, we 
used the spin Hamiltonian parameters extracted from the CW EPR spectrum acquired at the same 
temperature.  

 
 

 
Figure S1. CW X-band EPR spectra collected for 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 with an ER- 
4116DM Dual Mode resonator at 9.638 GHz and 0.5 mW power at 40 K. We note that the CW 
line broadening may arise from D-strain or unresolved hyperfine, consistent with a previous report 
for this compound.3 
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Figure S2. CW X-band EPR spectra collected for 1.8% Cr(o-tolyl)4 (black line, collected with a 
ER-4116DM Dual Mode resonator at 9.638 GHz and 0.5 mW power) in Sn(o-tolyl)4 and 2.2% co-
crystallized Cr(o-tolyl)4 in Sn(o-tolyl)4 (red line, collected with a ER-4119HS High Sensitivity 
resonator at 9.405 GHz and 0.2 mW power) at 80 K, normalized to the maximum intensity of the 
half-field transition. Inset: spectra reported with respect to effective g value. 
 
The samples used for the main T1 anisotropy experiments were prepared by fast evaporation of 
solvent. To ensure this did not introduce substantial disorder, additional samples were prepared by 
slow co-crystallization. The linewidths of the two sample preparations were compared by CW EPR 
(Figure S2) and found to be similar. Thus, fast precipitation does not introduce large amounts of 
aggregation or strain.  
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2.2 Pulsed Electron Paramagnetic Resonance 
 
Pulsed X-band (~9.7 GHz) and Q-band (~34 GHz) EPR spectra were obtained from a Bruker 
ELEXSYS E580 pulsed EPR spectrometer equipped with a MD-4 resonator. Sample cooling was 
accomplished with an Oxford Instruments CF-935 liquid helium flow cryostat equipped with a 
Mercury temperature controller to access temperatures from 5 K – 100 K. Samples were prepared 
in Norell 4 mm standard EPR tubes for X-band measurements and in quartz capillary tubes for Q-
band measurements. Echo-detected field sweeps (EDFS) were collected with a 2 pulse Hahn-echo 
sequence (π/2 – τ – π – τ – echo). Inversion recovery experiments were collected with a π – t – π/2 
– τ – π – τ – echo, where t is a variable time delay and τ is a fixed constant that was optimized for 
each sample to maximize echo intensity. The video gain was optimized at each field position and 
temperature to maximize echo intensity for each sample as well. Four-step phase cycling was 
employed for inversion recovery measurements to eliminate secondary echoes and microwave 
ringdown. At X-band, π/2 pulses were 8 ns long and π pulses were 16 ns long, and at Q-band, π/2 
pulses were 12 ns long and π pulses were 24 ns long unless otherwise noted. Picket fence saturation 
recovery experiments employed eight consecutive π/2 pulses with a fixed interpulse delay of 1 μs.  

 
Inversion recovery and saturation recovery measurements were fit using a stretched exponential 
function in MATLAB (version 2020b or 2021b) (Equation S1). Error bars were extracted from 
the 95% confidence intervals on the fitted value of T1. 

 

𝐼 = 𝐴𝑒["#
!
"#
$
$
] 	+ 	 𝐼&                                                  (S1) 

 
Hahn-echo decay measurements were fit using a stretched exponential function in MATLAB 
(version 2020b or 2021b) (Equation S2). Error bars were extracted from the 95% confidence 
intervals on the fitted value of Tm. 

 

𝐼 = 𝐴𝑒["#
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"&

$
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] 	+ 	 𝐼&                                                  (S2) 
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3. Echo Detected Field Sweeps  
 

  
 

Figure S3. Comparison between X-band EPR spectra collected with hard (π = 16 ns, A) vs. soft 
(π = 128 ns, B) pulses for 2.2% Cr(o-tolyl)4 in Sn(o-tolyl)4 (co-crystallized) at 20 K. We note that 
the use of longer, soft pulses (π = 128 ns) improves the spectral shape of the Pake pattern, 
particularly near ~2500 G. We interpret differences between these spectra as ESEEM effects that 
are more prevalent when collecting with shorter, hard pulses (π = 16 ns), owing to the greater 
bandwidth of π = 16 ns exciting forbidden nuclear transitions required for ESEEM modulations. 
 
X-band EDFSs with hard (π = 16 ns) pulses display deviations from the ideal simulated lineshape, 
including (a) asymmetric Pake pattern horns, and (b) an anomalous dip in the EDFS intensity at 
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3420 G (Figure S3A). Tm decay traces acquired with π = 16 ns pulses show large ESEEM 
modulations and a consequent large field dependence of the fitted Tm values (Figure S4). Since a 
short period of echo decay is present in the EDFS pulse sequence, ESEEM and field-dependent Tm 
can affect the intensities and lineshapes in the EDFS spectra. Using softer pulses helps remove the 
ESEEM artifacts from the EDFS, leading to a symmetric Pake pattern very close to the ideal 
lineshape (Figure S3B). This indicates that the asymmetric lineshapes in A are due to ESEEM and 
not impurities. The anomalous central dip at 3420 G is mostly, but not completely, removed by 
the soft pulses. This may indicate that this feature is associated with excitation of forbidden 
transitions involving both Ms transitions, which become degenerate at the center of the EDFS for 
a given molecular orientation. This may speed cross relaxation7, accounting for the reduced EDFS 
intensity and faster spin-lattice relaxation observed at this field position. Similar anomalous 
features have been observed previously in Cr(IV) EPR and attributed to either a magnetically 
concentrated species or a double-quantum transition, which has been observed in S = 1 anionic 
NV− centers as well.3,8,9 Regardless of the precise origin of this feature, it is a localized outlier that 
does not affect the behavior of the rest of the spectrum. We therefore remove this field from 
consideration of T1 anisotropy in the fits reported in the main text (Figure 2B). 
 

 

 
Figure S4. X-band Tm anisotropy plot for 2.2% Cr(o-tolyl)4 in Sn(o-tolyl)4 collected with π = 16 
ns pulses at 20 K. We note that on the whole, there is not a substantial anisotropy match between 
1/Tm or the stretching factors (β) (A, B) and the T1 anisotropy at 40 K (Figure 2B in main text). 
We also note substantial ESEEM oscillations in the decay traces (C-F). 
 

4. Experimental Determination of the Sign of ZFS in Cr(o-tolyl)4 
 
The sign of the axial zero-field splitting (ZFS) parameter, D, is an important consideration when 
constructing the energy level diagram of tetraaryl chromium(IV) complexes. Computations have 
predicted the sign of D to be negative.10,11 To the best of our knowledge, the sign of D has yet to 
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be determined experimentally. To do so, we utilized variable-temperature Q-band EPR. The 
intensity of an EPR transition is affected by the difference in Boltzmann populations between the 
two levels involved in the transition, and at low temperatures, the EPR spectrum will become 
selective for excitations out of the magnetic ground state. Since the field positions of the ground-
state transitions change with the sign of D (Figures S5-S6), variable-temperature EPR can in 
principle detect the sign of D, provided that the temperature is low enough to appreciably 
depopulate magnetic excited states. Q-band offers two advantages over X-band for this task: (1) 
the higher microwave frequency (~34 GHz vs. ~9.6 GHz) results in a greater energetic splitting of 
the Ms sublevels and, thus, greater differential spin polarization from the Boltzmann distribution, 
and (2) 1H ESEEM modulations are greatly suppressed at Q-band, leading to pulsed EPR 
lineshapes closer to the ideal Pake pattern than at X-band. Ideal Pake pattern lineshapes are 
essential for accurate quantification of the relative populations in the two Ms transitions. We 
additionally employed soft pulses (π = 80 ns) to further reduce ESEEM contributions. 
 

 
Figure S5: X-band energy level diagrams for an axial S = 1 system with g = 1.98 and D = +0.1 
cm-1. Vertical lines indicate the field positions where the microwave frequency (9.6 GHz) matches 
the sublevel energy gap. The rightmost parallel orientation transition corresponds to the ground 
state, while the leftmost perpendicular orientation transition is from the ground state. 
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Figure S6: X-band energy level diagrams for an axial S = 1 system with g = 1.98 and D = −0.1 
cm-1. Vertical lines indicate the field positions where the microwave frequency (9.6 GHz) matches 
the sublevel energy gap. The leftmost parallel orientation transition corresponds to the ground 
state, while the rightmost perpendicular orientation transition is from the ground state. 
 

 
EDFSs of Cr(o-tolyl)4 collected at various temperatures were simulated using the EasySpin 
(version 5.2.33) with MATLAB (version 2020b or 2021b).6 All spectra were normalized to the 
low-field perpendicular feature at ~ 1160 mT. This normalization allowed for easy comparison of 
how the intensities of other features in the spectra change as a function of temperature. 
Specifically, we focused on the intensity of the high-field perpendicular feature centered at ~1290 
mT as a readout of the sign of D (Figure S7). 

 
With +D, simulations indicate that as temperature increases, the intensity of the high-field 
perpendicular feature increases relative to a normalized low-field perpendicular feature. We also 
see an increase in intensity of the low-field parallel feature centered around ~1120 mT. However, 
with –D, simulations indicate an opposite trend: the intensity of the low-field parallel feature and 
the high-field perpendicular feature decrease with increasing temperature when keeping the 
intensity of the low-field perpendicular feature fixed (Figure S7).  

 
Q-band EDFS were then collected as a function of temperature and compared to the simulations. 
Upon comparison, we assign the sign of D as negative due to similarities in the spectral profile 
trends simulated for –D (Figure S7). In addition to following the same qualitative trend in 
decreasing intensity, the percent change in intensity of the high-field perpendicular feature also 
compares quite well with what is expected from simulation. 
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Figure S7. Determination of the sign of D for Cr(o-tolyl)4. Simulated EDFS for D > 0 (A), 
simulated EDFS for D < 0 (B), and experimental data for 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 (C). 
The lower panels are read-outs of the intensity of the high-field perpendicular feature centered at 
~1290 mT with respect to a normalized low-field perpendicular feature. Soft pulses (π = 80 ns) 
were employed. 

 
For ease with the simulations, the magnitude of D was fixed at 0.12 cm-1, which compared well 
with the experimental |D| in this temperature regime. Additionally, a Lorentzian linewidth of 4 mT 
(FWHM) was applied. The experimental sample was 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4. Here, we 
are directly reading out the intensity of the maximum high-field perpendicular intensity after 
normalization of each spectrum to the maximum intensity of its low-field perpendicular peak. This 
method of analysis for the experimental determination of the sign of D differs from and 
complements what is presented in the main text using full-spectrum fits (vide infra). However, we 
note that regardless of whether we read-out intensity at one field position versus execute a full 
spectrum fit, we obtain the same result: the EDFS intensities agree well with the simulations for 
D < 0.  

 
For a more rigorous analysis, as presented in the main text, that was not as sensitive to noise in the 
readout of intensities, we simulated the various MS (–1 → 0; 0 → +1) transitions in EasySpin using 
the Opt.Output = ‘separate’ option. The individual Ms transitions were then fit to the experimental 
EDFS spectrum, and the weighting coefficients on each transition were used to quantify their 
fractional contributions to the spectral intensity observed in the EDFS (see main text Figure 1). 
These weights follow the expected temperature dependence from differential Boltzmann 
population of the ground state sublevels. 
 
To demonstrate that the temperature-dependent change in EDFS intensities arise from changing 
Boltzmann sublevel populations (and thus reflect the sign of D), it is essential to show that the 
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intensity changes do not simply arise from a temperature-dependent Tm anisotropy. We therefore 
performed variable-temperature Q-band Hahn echo decay experiments at the parallel and 
perpendicular features analyzed for the zero-field splitting. ESEEM is almost completely removed 
from the Hahn echo decay at Q-band with π = 80 ns pulses (Figure S8). In general, the Tm values 
do not change by more than 20% across the spectrum at any temperature considered (Figure S9). 
 
 

 

 
Figure S8. Pulsed Q-band EPR data for 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 collected with π = 80 ns 
pulses at 40 K. EDFS (A), Tm trace at 1293.6 mT (B), T1 anisotropy (C), and Tm anisotropy (D).  
We note substantially reduced ESEEM modulations in the decay traces at Q-band vs. X-band 
(Figure S4).  
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Figure S9. Q-band Tm anisotropy plots of 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 collected with π = 80 
pulses. Overlaid 1/Tm at various field positions, demonstrating that at higher temperatures, the rate 
of decoherence increases (A), average 1/Tm of the transition (i) (MS = −1 → 0) divided by 1/Tm of 
transition (ii) (MS = 0 → +1)   (B), variable-temperature Tm anisotropy spanning from 3.8 K to 50 
K (C-K), and tabulated values for 1/Tm for various MS transition.  
 
For anisotropic Tm to cause the temperature-dependent intensity behavior in Figure 1D, it would 
be necessary that the echo decays be slower for the first transition (labeled (i) in Figure 1) relative 
to the second transition (labeled (ii) in Figure 1) at low temperatures but not at high temperatures. 
This behavior would lead to augmentation of the intensity of transition (i) over (ii) at low 
temperatures only, as observed experimentally in Figure 1E. However, examination of the 
temperature-dependent Tm values in Figure S9 shows that, while there is some temperature-
dependent Tm anisotropy, this cannot be the explanation for the changing EDFS intensities. Of the 
five fields at which Tm was measured, two correspond selectively to the (i) transition while two 
correspond selectively to the (ii) transition (Figure S9C). To quantify the relative echo decay rates, 
we averaged the two 1/Tm for each manifold, and then examined the ratio of the average 1/Tm for 
transition (i) vs. (ii). A ratio close to 1 indicates that Tm anisotropy does not bias towards EDFS 
intensity in either transition, while a ratio further from 1 indicates that Tm anisotropy alone could 
cause differential intensity changes between the two transitions.  
 
There is a temperature-dependent change in the Tm ratio between the transitions (Figure S9B). 
However, this Tm anisotropy would tend to reduce the relative EDFS intensity of transition (i) at 
low temperatures, because the echo decays faster. In the experimental EDFS spectra, it is seen that 
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transition (i) has increased intensity at lower temperatures (Figure 1D). Thus, differential 
Boltzmann population and not anisotropic Tm leads to the intensity changes in Figure 1D, enabling 
our analysis to extract the sign of D. We have also attempted a correction for Tm anisotropy by 
simulating the predicted echo decay for transitions (i) and (ii) due to τ = 300 ns in the EDFS pulse 
sequence, assuming a monoexponential echo decay function (for Tm measured at Q-band here, β 
≈ 0.95). Each intensity is divided by the simulated amount of decay over the Hahn echo period, 
removing the contribution of anisotropic Tm to the EDFS intensity. The resulting intensity ratios 
remain fully consistent with the expected intensity ratio on the basis of Boltzmann population 
effect (Figure S10). 

 
Figure S10. Quantification of variable temperature EDFS intensities for transitions (i) and (ii) 
including the correction for anisotropic Tm. Unweighted experimental data is the same as presented 
in Figure 1E.  
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5. T1 Anisotropy Plots 
 
5.1 Workflow for Building T1 Anisotropy Plots 
T1 anisotropy is the concept that a studied system may have different spin-lattice relaxation, or T1, 
values depending on the probed orientation, of the molecule. The field value B0 determines the 
probed orientation for a powder sample. Therefore, in order to probe T1 anisotropy and build a T1 
anisotropy map, values of T1 must be obtained at given field positions. In practice, this analysis is 
achieved by first collecting an EDFS of the sample. Typically, ~30-50 specific field positions are 
chosen from which inversion recovery measurements will be made. Note that it is critical to choose 
field positions strategically so that not only the entire spectrum is well-described, but also so that 
the turning points on the spectra are collected as well. These points become especially important 
when understanding the orientation-dependence of T1. Then, at each specified field position, an 
inversion recovery measurement is made. Each inversion recovery measurement is then fit to a 
stretched exponential function (Equation S1). Finally, the 1/T1 values are plotted in MHz vs. the 
field they were collected at to achieve a T1 anisotropy map (Figure S11). The data contained in 
this plot can then be fit to various functional forms (see below) to extract important information 
about the modes that drive relaxation in the system.  

 

 
Figure S11. Workflow for building T1 anisotropy maps, shown for 1.8% Cr(o-tolyl)4 in Sn(o-
tolyl)4 at 40 K. First, an EDFS is acquired, and field positions (shown as red lines) are identified 
for further data collection. Then, inversion recovery measurements are collected at specified field 
positions, and the data is fit to back-out T1 values. The rate of T1 relaxation (1/T1) is then plot 
versus field to realize a T1 anisotropy map. 
 
The functional form contributions to the T1 anisotropy are extracted according to the following 
procedure, generalized from previous work on Cu(II) and V(IV) T1 anisotropy fitting.5 Using the 
EasySpin6 toolbox and Matlab R2020b, a uniformly dense grid of all possible molecular 
orientations relative to the magnetic field is constructed. The fields at which resonant microwave 
absorption occurs are acquired for each molecular orientation by simulation, using the spin 
Hamiltonian parameters extracted from the experimental CW EPR at the appropriate temperature. 
Next, the average molecular orientation �̅� is acquired by aggregating all orientations with a 
resonant field within a 5 G distance (Cr) or a 1 G distance (Cu) of a specified magnetic field value, 
and averaging 𝜃 for each of these orientations. This process is repeated for each value of the 
magnetic field used in the field sweep measurement to build up a picture of how �̅� changes with 
B0, as shown in Figure 1C in the main text. To compute sın'𝜃------- or sın'(2𝜃)-----------, the identical grid is 
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used, and the values of sin'𝜃 or sin'(2𝜃) for each orientation are averaged within the excitation 
bandwidth. The shapes of these functional forms are given in Figures S18-S24.  
 
Once the simulated T1 anisotropy functions are generated, they can be fit to the experimental T1 
anisotropy data via linear least-squares regression as previously described.5 The coefficients on 
the linear least squares fit can then be used to quantify the amount of anisotropy arising from each 
individual functional form (for more details, see Supporting Information Section 5.3).  
 
 
5.2 Additional T1 Anisotropy Experiments 
 
Several tests were employed to ensure the T1 anisotropy arises from a vibrational mechanism 
intrinsic to the molecule and not an artifact of the data processing. First, the stretched exponential 
fitting function was examined to ensure that the stretching factor did not vary greatly with field 
position, potentially introducing artifacts into the data fitting. For the Cr(o-tolyl)4 inversion 
recovery measurements at 40 K, the stretching factors (β) are very close to 1 (~0.95) and display 
minimal systematic changes with field position (Figure S12A). This indicates that the inversion 
recovery experiments are well described by pure exponentials. Indeed, fitting the 40 K T1 
anisotropy with a monoexponential function yields a very similar T1 anisotropy pattern (Figure 
S12B). Thus, the choice of fitting function is not introducing artifacts into the T1 anisotropy. 
 

 

 
Figure S12. T1 anisotropy plots for 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 collected with π = 16 ns pulses 
at 40 K. We note that when T1 is fit with a stretched exponential, the anisotropy in the stretching 
factor (β) is quite small (and that β itself is close to 1, a pure mono-exponential) and does not 
contribute to the anisotropy observed in T1 (A). This observation can be further visualized when 
comparing 1/T1 fits with a stretched versus a mono-exponential factor (B).  
 
 
It is additionally possible that spectral diffusion12 could introduce artifacts into the measured T1 
anisotropy if (a) spectral diffusion constitutes a major component of the observed inversion 
recovery, and (b) the spectral diffusion rate depends on the field position. Condition (a) is generally 
detectable by examining the stretching factor – when β ~ 1, spectral diffusion does not contribute, 
while if β << 1, spectral diffusion may account for much of the inversion recovery. For Cr(o-tolyl) 
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at 40 K, the observation that β = 0.95 precludes anisotropic spectral diffusion as an explanation 
for the observed T1 anisotropy, and similarly for 60 K. For the 20 K and 7 K measurements, 
however, β deviates significantly further from 1, which could indicate spectral diffusion 
contributions (Figure S13). We therefore acquired T1 anisotropy measurements for Cr(o-tolyl)4 at 
7 K using a picket fence saturation recovery pulse sequence (Figure S14A), which can be more 
effective at removing spectral diffusion contributions to T1.13 While the measured 1/T1 relaxation 
rates were indeed slower by saturation recovery by about 40%, consistent with the removal of 
some contributions to spin relaxation, the shape of the T1 is the same for both the inversion and 
saturation recovery experiments (Figure S14B). Thus, the T1 anisotropy in Cr(o-tolyl)4 cannot be 
explained as merely arising from anisotropic spectral diffusion, pointing instead to an intrinsic 
vibrational mechanism. Similarly, Cu(acac)2 displays large T1 anisotropy at temperatures (40 K 
and 100 K) where β is close to 1 (Figure S13), indicating that spectral diffusion is not responsible 
for the primary T1 anisotropy in Cu(acac)2 either.  
 
 

  
Figure S13. Temperature dependence of the average stretching factor (β) obtained from stretched 
exponential fits to X-band inversion recovery data (π = 16 ns pulses). Both 1.8% Cr(o-tolyl)4 in 
Sn(o-tolyl)4 and 0.1% Cu(acac)2 in Pd(acac)2 samples exhibit similar average stretching factor 
trends with temperature.  
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Figure S14. Comparison between saturation recovery and inversion recovery-obtained 1/T1 for 
1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 collected at 7 K. Saturation recovery measurement at 4800 G (A) 
and overlaid 1/T1 anisotropy plots (B). Both methods were fit with stretched exponential forms.  
 
 
Next, we examined the effect of pulse length on the measured T1, as the X-band EDFS spectra 
change significantly for π = 128 ns vs. π = 16 ns pulses. Comparisons were made at 20 K instead 
of 40 K owing to the reduced signal-to-noise ratio of the π = 128 ns experiments stemming from 
the smaller excitation bandwidth. The T1 anisotropy in both cases follows the same pattern (Figure 
S15), which at 20 K can be described as a 17.2% sin2(2θ) and 6.2% of an inverted sin2(θ) 
contribution (Table S2). Thus, the T1 anisotropy patterns with the π = 16 ns pulses are fully reliably 
despite the influence of ESEEM on the lineshape of the EDFS (Figure S3). 
 

 
 

 
Figure S15. T1 anisotropy plots for 2.2% Cr(o-tolyl)4 in Sn(o-tolyl)4 with inversion recovery 
experiments collected with π = 16 ns pulses (A) and π = 128 ns pulses (B) at 20 K.  
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5.3 Supplemental Discussion of T1 Anisotropy Fitting Functions 
 
There exists a considerable amount of freedom in choosing how to define the anisotropy predictor 
functions for the 1/T1 linear regression. All choices yield equal goodness of fit, but different values 
of the coefficients associated with each function; the goal is to maximize interpretability of the 
regression coefficients. First, to ensure the coefficients of the trigonometric functions were directly 
comparable to the linear function, the linear function was scaled to range from 0 to 1 over the range 
of the microwave absorption (see, for example, Figure S16). The sin2θ and sin2(2θ) naturally range 
between 0 and 1. The constant function was set at a value of 1 across the entire spectrum. All 
functions were defined to be strictly positive so that the total 1/T1 can be described as the sum of 
additive contributions ascribable to physical mechanisms, since physical contributions to 1/T1 
cannot be negative. Thus, if linear regression yielded a negative coefficient on any function, that 
function was reflected around the line y = 0.5. Refitting then yields a positive coefficient that 
expresses the additive contribution to 1/T1. These conventions yield regression predictor functions 
exemplified by Figure S16 for the case of Cr(o-tolyl)4 anisotropy at 40 K. In accordance with 
these conventions, the regression functional form used for sin2θ is inverted around y = 0.5 for Cr(o-
tolyl)4 at 20 K as compared to 7 K, 40 K, and 60 K (Figures S18-S21).  
 

 
Figure S16: Predictor functions for the T1 anisotropy regression fit (Cr(o-tolyl)4, 40 K). 
 
The contributions of each predictor function to the total fit are determined by multiplying the 
predictor by the regression coefficient. Since the anisotropy functions are defined to be strictly 
positive, the predictor contributions always add on top of each other to generate the total fit (Figure 
S17). The isotropic contribution to the T1 will generally be equal to the smallest value of 1/T1 found 
at any field position. This baseline spin relaxation rate is shared by all orientations; hence, it is 
designated “isotropic”. The anisotropic contributions are comprised of the functional forms that 
must be stacked on top of the isotropic constant baseline to accurately simulate the data. Note that 
the linear contribution may be best thought of as a field-dependent isotropic contribution, as 
discussed in the main text. A field-dependent function for T1 could indicate either an effect of the 
molecular orientation (anisotropy) or simply that the magnitude of the magnetic field itself has a 
direct influence on the spin relaxation rate independent of orientation, as has been predicted via 
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the Debye model for the direct process.7 True anisotropy functions should be a function of an 
orientation parameter (θ), but the linear function has no dependence on θ, thereby indicating 
isotropic field dependence.  
 

 
Figure S17: Additive contributions of the isotropic and anisotropic predictor functions towards 
simulating 40 K T1 anisotropy for Cr(o-tolyl)4. 
 
In the following plots, the T1 simulations are graphically reported for Cr(o-tolyl)4 and Cu(acac)2 
at all temperatures discussed in Figure 3. The unweighted predictor functions, weighted (but not 
vertically stacked) regression contributions, and total fit to the data are reported (Figures S18 – 
S24) along with a tabulation of the regression coefficients (Tables S1-S2). Note additionally that 
the anomalously fast relaxation times at the starred location in the EDFS spectra (Figure 1D) were 
deleted for each spectrum prior to fitting to the anisotropy functions. These outlier fast relaxation 
rates do not arise from T1 anisotropy, but probably reflect an enhanced cross-relaxation mechanism 
at the point where the two Ms transitions are exactly degenerate (vide supra). Including these points 
in the linear regression would bias the fits of the T1 anisotropy, and thus they are properly removed.  
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Figure S18. Experimental and simulated T1 anisotropy plots for 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 
at 7 K. The sin2(2θ) form dominates the fit.  
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Figure S19. Experimental and simulated T1 anisotropy plots for 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 
at 20 K. The sin2(2θ) form dominates the fit.  

 
 

 
Figure S20. Experimental and simulated T1 anisotropy plots for 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 
at 40 K. The sin2(2θ) form dominates the fit.  
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Figure S21. Experimental and simulated T1 anisotropy plots for 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 
at 60 K. The sin2(2θ) form dominates the fit.  
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Figure S22. Experimental and simulated T1 anisotropy plots for 0.1% Cu(acac)2 in Pd(acac)2 at 20 
K. Inclusion of the sin2(2θ) functions worsened the fit, and thus this contribution was set to 0%.  
The data show virtually no T1 anisotropy that can be fit by the given predictor functions. 

 
 

 
Figure S23. Experimental and simulated T1 anisotropy plots for 0.1% Cu(acac)2 in Pd(acac)2 at 40 
K. Inclusion of the sin2(2θ) functions worsened the fit, and thus this contribution was set to 0%. 
The sin2(θ) form dominates the fit. 
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Figure S24. Experimental and simulated T1 anisotropy plots for 0.1% Cu(acac)2 in Pd(acac)2 at 
100 K. Inclusion of the linear and sin2(2θ) functions worsened the fit, and, thus, these contributions 
were set to 0%. The sin2(θ) form dominates the fit. 
 
Table S1: Tabulation of regression coefficients for T1 anisotropy (absolute magnitudes). Dominant 
anisotropy contributions are bolded. 

Molecule Temperature 
(K) 

Constant 
(MHz) Linear (MHz) sin2(θ) 

(MHz) 
sin2(2θ) 
(MHz) 

Cr(o-tolyl)4 

7 1.66 × 10-3 -2.45 × 10-4 2.97 × 10-4 6.41 × 10-4 
20 9.17 × 10-2 -1.06 × 10-2 -8.21 × 10-3 2.29 × 10-2 
40 9.01 × 10-1 -5.46 × 10-2 6.66 × 10-2 1.58 × 10-1 
60 3.29 × 100 -1.32 × 10-1 1.86 × 10-1 4.16 × 100 

Cu(acac)2 
20 4.20 × 10-3 -6.46 × 10-5 1.99 × 10-5 0 
40 4.84 × 10-2 -1.03 × 10-3 2.71 × 10-2 0 
100 5.55 × 10-1 0 9.00 × 10-1 0 

 
 
Table S2: Tabulation of regression coefficients for T1 anisotropy (percentages). Dominant 
anisotropy contributions are bolded. 

Molecule Temperature 
(K) Constant (%) Linear (%) sin2(θ) (%) sin2(2θ) (%) 

Cr(o-tolyl)4 

7 58.3 8.6 10.5 22.6 
20 68.7 7.9 6.2 17.2 
40 76.4 4.6 5.6 13.4 
60 81.8 3.3 4.6 10.4 
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Cu(acac)2 
20 98.0 1.5 0.5 0 
40 63.2 1.3 35.5 0 
100 38.1 0 61.9 0 

 
 
In this work, we refer to the key features of the 1/T1 plots as “sin2(θ)” or “sin2(2θ)” anisotropy 
functions, but it is frequently the case that the majority of the relaxation rate is isotropic (as in the 
the fitting contributions in Figure S17). This does not negate the utility of studying T1 anisotropy, 
which provides a means to identify distinct contributions to the spin relaxation regardless of how 
large the isotropic component is. It does mean, however, that care must be taken when mapping 
observed T1 anisotropy behavior onto individual vibrational modes. Any given phonon may 
contribute to relaxation along all orientations but do so unequally – such a phonon will contribute 
both to the isotropic and anisotropic components of the T1 (Figure S17). 
 
Consider a hypothetical case where the relaxation rate is about 66% isotropic and 33% anisotropic 
(e.g. sin2(θ)). This is entirely consistent with two distinct scenarios of vibrational origin. (a) There 
exists a single vibrational mode which has 100% of the thermal population, and induces parallel 
relaxation with relative rate 1 and perpendicular relaxation with relative rate 3/2. The common rate 
of 1 shared across all orientations contributes to the isotropic component of 1/T1, while the ½ that 
is in excess at the perpendicular orientation defines the anisotropic contribution. (b) There exist 
two vibrational modes I and II. Mode I has 66% of the thermal population and contributes an 
identical relative rate 1 across all orientations, while mode II has 33% of the thermal population 
and contributes ½ to the perpendicular rate while not contributing at all to parallel orientation 
relaxation. The T1 anisotropy observed is identical in both cases. However, if modes I and II have 
distinct energies in case (b), a variable temperature T1 anisotropy study such as shown in Figure 
3 will be able to alter the thermal populations, decreasing or increasing the anisotropy with 
temperature. In case (a), the T1 anisotropy will not change with temperature unless other 
vibrational modes become thermally populated. Temperature-dependent T1 anisotropy studies are 
thus a powerful tool for assigning the physical origins of the observed relaxation rates.  
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6. Theoretical Derivation of T1 Anisotropy Functional Forms 
 
6.1 S = ½ rotational mode T1 anisotropy 
 
The connection between rotational motion and trigonometric functional forms was developed by 
Eaton & Eaton in the context of S = ½ Tm anisotropy.14,15 To derive the sin2(2θ) functional form 
for impact of rotational modes on T1 instead, we will first start with the spin Hamiltonian model 
for S = ½ spin-phonon coupling, which is appropriate for Cu(acac)2. We will then show how this 
concept generalizes to the S = 1 case appropriate for the Cr(o-tolyl)4 and leads to the identical 
sin2(2θ) functional form. 
 
As used in this discussion, a “rotational mode” is any molecular motion which causes rotation of 
principal tensor axes of the magnetic Hamiltonian. For example, if an S = ½ molecule is initially 
aligned so that the magnetic field is oriented along gz, molecular movement along the rotational 
mode may cause the magnetic field to lose alignment with gz and become partially aligned with gx 
or gy. This does not necessarily imply that the mode under consideration is a rigid-body molecular 
rotation (i.e., one of the degrees of freedom not included in 3N-6 vibrational modes). Instead, the 
first coordination sphere could rotate along, say, the molecular y axis, while the ligand framework 
rotates in the opposite direction – this motion ubiquitously occurs in vibrational modes of 
symmetry eg for square planar (D4h) molecules with extended ligand structures, such as copper 
phthalocyanine.16,17 Alternatively, a rotational mode could arise from acoustic phonons, pseudo-
acoustic phonons, or librations (the latter in a disordered or glassy environment). Since the g-tensor 
is primarily sensitive to the motion of the first coordination sphere, these five options (true rotation, 
eg vibrational mode, acoustic phonon, pseudo-acoustic phonon, and glassy libration) could all 
cause the magnetic tensor axes to rotate in a similar way. EPR can only probe the motion of the 
magnetic tensor axes, meaning these motions could lead to similar T1 anisotropy patterns. 
Nonetheless, we are able to use the temperature dependence of the anisotropy to rule out higher 
energy (> 50 cm-1) molecular eg symmetry vibrations (see Figure 3, main text). 
 
Many contemporary spin-phonon coupling models for molecular qubits have invoked the quantity 
𝜕𝑔 𝜕𝑄⁄  as the key coefficient describing how a vibrational mode induces spin relaxation.16–18 
While recent work on T1 anisotropy has shown that 𝜕𝑔 𝜕𝑄⁄  is properly understood as a proxy for 
the true physical mechanism involving vibrational mixing of minority spin wavefunction 
components,5 here calculation of 𝜕𝑔 𝜕𝑄⁄  is sufficient to account for the observed T1 anisotropy, 
and, thus, we employ this simplified model. Proceeding with the above understanding of a 
rotational mode, the mode coordinate Q is equivalent to the rotation angle θ that mixes gz into gx 
or gy. We therefore want to calculate 𝜕𝑔 𝜕𝜃⁄  as the spin-phonon coupling coefficient, which is a 
proxy for the spin-flip matrix element. By analogy to Fermi’s golden rule, the squared matrix 
element (𝜕𝑔 𝜕𝜃⁄ )' is proportional to the average transition rate, so we expect 1 𝑇(⁄ ∝ 	 (𝜕𝑔 𝜕𝜃⁄ )'. 
 
We can compute the derivative of the measured g value along any orientation, (𝜕𝑔 𝜕𝜃⁄ )' by 
leveraging the standard EPR equation for how the g value changes with the orientation of the 
molecule in axial symmetry: 
 

 (S3) 
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 (S4) 
 
Making the following simplifying definition, 
 

 (S5) 
 
We obtain: 
 

 (S6) 
 
Differentiation with respect to θ then yields: 
 

 
(S7) 

 
Since the g anisotropy is small relative to the total g value, we can write: 
 

 (S8) 
 
Which yields the simplification: 
 

 (S9) 
  

The spin relaxation rate is given by squaring this matrix element proxy: 
 

 
(S10) 

 
This shows that the T1 anisotropy induced by a rotational mode in an S = ½ complex with axial g-
tensor anisotropy should follow the sin2(2θ) functional form.  
 
6.2 S = 1 rotational mode T1 anisotropy 
 
In S = 1 Cr(o-tolyl)4, the dominant magnetic anisotropy arises from the axial zero-field splitting 
tensor (parameterized as D) rather than the g-tensor. Unlike g, D is generally taken as a constant 
for the molecule, but it anisotropically affects the energy levels and resonant field positions for 
different molecular orientations. The correct analogy to the preceding S = ½ 𝜕𝑔 𝜕𝜃⁄ 	derivation is 
therefore to calculate 𝜕𝐵)*+ 𝜕𝜃⁄ . Indeed, this formulation was originally employed by Eaton & 
Eaton for S = ½ systems as well.14 
 
At X-band, the Zeeman splitting is > 0.3 cm-1, while D is only ~0.1 cm-1 in Cr(aryl)4 qubits.  
Therefore, it is appropriate to take the Zeeman interaction as the zeroth-order Hamiltonian and 
treat D as a perturbation. Examination of the energy level diagrams in Figures S5-S6 supports this 
conclusion. Additionally, we take the magnetic field as the z-axis for quantization of the Ms levels 
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and rotate the zero-field splitting Hamiltonian to coincide with this choice of axes. The Zeeman 
Hamiltonian is thus given by: 
 

 (S11) 
 
In its principal tensor axes frame, the axial zero field splitting Hamiltonian is given by:  
 

 
(S12) 

 
However, this Hamiltonian is not in the same basis as the Zeeman Hamiltonian whenever the 
magnetic field is applied at an angle θ ≠ 0 to the z-axis of the zero-field splitting Hamiltonian. In 
this case, we must rotate the ZFS tensor to have the same axes as the g-tensor, which we 
accomplish via tensor rotations: 
 

 

(S13) 

 
So the ZFS Hamiltonian of the molecule with magnetic field rotated by an angle θ to the ZFS z-
axis is given by: 
 

 

(S14) 

 

 
Application of first order perturbation theory tells us the energies are given by  
 

 (S15) 
  

We can compute the matrix elements on the right-hand side of Equation S15 directly from 
Equation S14: 
 

 (S16) 
 

 (S17) 
 
Now, considering the ground state transition between Ms = −1 → Ms = 0, we have the energy gap: 
 

 (S18) 
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The derivative of the ground state transition energy goes as sin(2θ): 
 

 (S19) 
 
This has been obtained for the ground state Ms = −1 → Ms = 0 transition, but by symmetry, the 
same θ dependence will hold for Ms = 0 → Ms = +1. The resonant field is directly proportional to 
the zero-field splitting, which is the only term with an angular dependence in the spin Hamiltonian 
for isotropic g: 
 

 (S20) 
 
Thus, the derivative of the resonant field also goes as sin(2θ): 
 

 (S21) 
 
In the S = ½ derivation, the term 𝜕𝑔 𝜕𝜃⁄  also controls the modulation of the resonant field with 
vibrational motion. For the S = 1 case with multiple Hamiltonian terms, the spin flip matrix 
element is approximated proportional to the modulation of the resonant field by the rotational 
mode: 
 

 
(S22) 

 
This shows that 1 𝑇(⁄ ∝ sin2(2θ) for rotational modes in both the S = 1 and S = ½ cases considered.  
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7. Tabulated T1 Values 
 
Table S3. T1 values extracted from stretched exponential fits of inversion recovery data at various 
fields and temperatures for a 1.8% Cr(o-tolyl)4 in Sn(o-tolyl)4 sample at X-band, π = 16 ns pulses. 

Field (G) T1 Extracted from Stretched Exponential Fits (µs) 
7 K 20 K 40 K 60 K 

2190 506.8 8.126 0.981 - 
2245 - - - 0.316 
2280 524.2 9.199 1.038 0.308 
2370 487.0 8.774 0.994 0.273 
2460 454.5 8.336 0.955 0.261 
2550 433.3 7.888 0.923 0.258 
2640 454.7 7.958 0.942 0.256 
2730 403.7 8.119 0.925 0.260 
2781 470.2 10.30 1.001 0.274 
2820 409.0 9.524 0.980 0.267 
2910 397.0 8.675 0.959 0.276 
3000 406.7 8.747 0.942 0.279 
3090 414.1 8.730 0.918 0.273 
3180 400.1 8.538 0.910 0.262 
3270 390.3 8.490 0.902 0.265 
3360 381.1 8.394 0.899 0.260 
3420 300.3 6.589 0.757 0.216 
3450 351.2 8.252 0.895 0.264 
3540 394.8 8.521 0.905 0.261 
3630 410.5 8.640 0.908 0.271 
3720 416.0 8.655 0.920 0.272 
3810 421.3 8.753 0.927 0.271 
3900 429.5 8.883 0.934 0.267 
3990 440.9 9.285 0.950 0.267 
4080 501.5 10.25 0.992 0.275 
4084 - - - 0.277 
4097 552.1 10.42 0.998 - 
4170 441.0 8.435 0.947 0.265 
4260 450.1 8.587 0.966 0.272 
4350 436.7 8.600 0.962 0.271 
4440 454.5 8.820 0.986 0.272 
4530 490.2 9.105 1.013 0.284 
4620 536.8 9.574 1.059 0.289 
4710 563.0 9.848 1.099 0.305 
4755 - - - 0.318 
4800 572.3 9.806 1.120 - 
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Table S4. T1 values extracted from stretched exponential fits of inversion recovery data at various 
fields and temperatures for a 0.1% Cu(acac)2 in Pd(acac)2 sample at X-band, π = 16 ns pulses. 20 
K and 40 K experiments conducted at 9.727 GHz, while 100 K experiment conducted at 9.418 
GHz. 

Field (G) T1 Extracted from 
Stretched Exponential 

Fits (µs) 

Field (G) T1 Extracted from 
Stretched 

Exponential Fits (µs) 
20 K 40 K 100 K 

2822 242.7 19.41 2730 1.570 
2838 238.6 19.19 2745 1.512 
2854 239.5 18.90 2760 1.400 
2870 240.3 18.62 2775 1.367 
2886 237.9 18.16 2780 1.381 
2902 233.4 17.90 2790 1.272 
2918 230.8 17.35 2805 1.249 
2934 225.6 16.94 2820 1.232 
2950 222.3 16.43 2835 1.145 
2966 214.2 15.99 2850 1.122 
2970 - 15.99 2865 1.050 
2977 - 16.96 2880 1.102 
2985 240.9 18.21 2895 1.343 
3001 239.9 17.76 2910 1.248 
3017 240.0 17.53 2925 1.214 
3033 240.7 17.23 2940 1.153 
3049 240.5 16.95 2955 1.099 
3065 238.8 16.58 2970 1.081 
3081 238.1 16.22 2985 1.048 
3097 236.1 15.93 3000 0.974 
3113 234.9 15.65 3015 0.955 
3129 234.6 15.34 3030 0.927 
3145 231.5 15.03 3045 0.898 
3150 - 14.93 3060 0.912 
3160 - 15.57 3075 1.041 
3167 240.0 16.25 3090 1.002 
3184 239.8 16.00 3105 0.951 
3201 239.6 15.60 3120 0.917 
3218 238.2 15.28 3135 0.881 
3235 235.7 14.98 3150 0.850 
3252 235.2 14.66 3165 0.817 
3269 235.2 14.33 3180 0.782 
3286 232.9 14.02 3195 0.756 
3303 232.5 13.80 3210 0.733 
3320 233.7 13.53 3225 0.716 
3337 233.3 13.56 3230 0.708 
3340 234.5 13.86 3235 0.711 
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3350 232.5 14.16 3240 0.772 
3360 233.8 13.93 3245 0.779 
3370 228.5 14.87 3250 0.740 
3375 232.4 14.64 3255 0.741 
3380 238.5 19.41 3260 0.872 
3385 244.2 - 3265 0.872 
3390 253.1 14.17 3270 0.850 
3395 235.7 - 3275 0.810 
3403 220.7 16.11 3280 0.742 
3411 227.6 15.68 3285 0.734 
3418 225.8 - 3290 0.846 
3425 249.9 13.93 3295 1.082 
3432 257.3 14.48 3300 1.057 
3445 264.9 14.27 3305 0.971 
3457 239.8 13.20 3310 0.900 
3461 224.0 - 3315 0.744 
3465 225.5 - 3320 0.765 

   3325 0.770 
   3330 0.762 
   3335 0.750 
   3340 0.737 
   3345 0.724 
   3350 0.705 
   3355 0.691 
   3360 0.658 
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