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## ADDITIONAL ANALYTICAL DETAILS AND DISCUSSION

In this section, we provide substantially more details and discussion on the approximations leading to Eq. (4) of the main text. We begin by clarifying our notion of operator growth under open-system dynamics, and outlining how this notion connects to different protocols that measure information scrambling. The remainder of the section serves to build intuition and outline the explicit steps that lead to Eq. (4) of the main text. While these steps involve a substantial number of equations, we emphasize that the physical intuition behind Eq. (4) is fully contained in the main text.

## Preliminaries

Defining operator growth under open-system dynamics involves a few subtleties not present in unitary dynamics. In the main text, we focused on the time-evolution of operators in the Heisenberg picture [Eq. (1) of the main text]:

$$
\begin{equation*}
\partial_{t} \hat{M}_{H}(t)=i\left[\hat{H}, \hat{M}_{H}(t)\right]+\varepsilon \sum_{\alpha}\left(\hat{L}_{\alpha}^{\dagger} \hat{M}_{H}(t) \hat{L}_{\alpha}-\frac{1}{2}\left\{\hat{L}_{\alpha}^{\dagger} \hat{L}_{\alpha}, \hat{M}_{H}(t)\right\}\right) . \tag{1}
\end{equation*}
$$

Heisenberg time-evolution is relevant when $\hat{M}$ is a Hermitian observable being measured in an experiment. The growth of $\hat{M}_{H}(t)$ signifies that the measurement outcome depends on increasingly non-local correlations in the initial state of the system. Note that Heisenberg time-evolution is unital, i.e. it maps the identity to the identity.

One can also, in principle, consider the growth of operators in the Schrodinger picture. For instance, consider preparing a system in an initial density matrix that is almost entirely mixed, $\rho=\hat{M} \otimes \mathbb{1}^{N-1} / 2^{N}$, where $\hat{M}$ is an
initial single-qubit density matrix. The state now evolves via:

$$
\begin{equation*}
\partial_{t} \hat{M}_{S}(t)=-i\left[\hat{H}, \hat{M}_{S}(t)\right]+\varepsilon \sum_{\alpha}\left(\hat{L}_{\alpha} \hat{M}_{S}(t) \hat{L}_{\alpha}^{\dagger}-\frac{1}{2}\left\{\hat{L}_{\alpha}^{\dagger} \hat{L}_{\alpha}, \hat{M}_{S}(t)\right\}\right), \tag{2}
\end{equation*}
$$

which differs from Heisenberg time-evolution in the sign of the Hamiltonian and the ordering of the Lindblad operators. Note that Schrodinger and Heisenberg time-evolution coincide precisely when the Lindblad operators are Hermitian, $\hat{L}_{\alpha}=\hat{L}_{\alpha}^{\dagger}$, in which case we have $\hat{M}_{H}(t ; \hat{H})=\hat{M}_{S}(t ;-\hat{H})$. This is trivially the case for unitary dynamics, and also holds for a variety of error models of practical interest (see the subsequent subsection).
Interpreting operator growth in the Schrodinger picture outside of the case $\hat{L}_{\alpha}=\hat{L}_{\alpha}^{\dagger}$ is more difficult. Fundamentally, this difficulty arises because Schrodinger time-evolution is not unital, i.e. the identity operator is time-evolved non-trivially. We illustrate this point with two examples. First, take the Lindblad operators to be zero and the Hamiltonian to implement unitary scrambling dynamics such that the operator $\hat{M}_{S}(t)$ grows to have support across the entire system. In this case, operator growth corresponds to the formation of non-local correlations under time-evolution. Second, take the Hamiltonian to be zero and the Lindbladian operators to implement spontaneous emission on each qubit (i.e. $\hat{L}_{\alpha}$ are lowering operators on each qubit). At late enough times, the density matrix will approach the all zero state, $\hat{M}_{S}(t) \rightarrow|0 \ldots 0\rangle\langle 0 \ldots 0|$. This operator is quite large (it has non-trivial support on every qubit of the system), yet its growth clearly does not represent any non-local correlations, since the system remains in a product state throughout time-evolution. For these reasons, in this work we direct our attention to operator growth under Heisenberg time-evolution.

The "correct" time-evolution is dictated by the experimental protocol under study. Let us specify to the protocol depicted in Fig. 4 of the main text, and consider the behavior of the protocol when the unitaries, $U$ and $U^{\dagger}$, are instead replaced by open-system dynamics under Hamiltonians, $\hat{H}$ and $-\hat{H}$, and Lindblad operators, $\hat{L}_{\alpha}$. Here, for simplicity we assume the Lindblad operators are the same for forwards and backwards time-evolution, although this assumption is not essential in the subsequent sections. The operator $\hat{M}$ appears in two places in the protocol: First, describing the initial single-qubit state, $\left|\psi_{ \pm}\right\rangle\left\langle\psi_{ \pm}\right|=(1 \pm \hat{M}) / 2$; and second, describing the final observable to be measured, again $(1 \pm \hat{M}) / 2$. Here, we take $\hat{M}$ to be a single-qubit operator, and generalize from preparing only the positive eigenstate of $\hat{M}$ (as considered in the main text) to either the positive or negative eigenstate. The expectation value of the final measurement represents the fidelity to recover the initial state. The fidelity consists of one copy each of the Schrodinger and Heisenberg time-evolved operators,

$$
\begin{align*}
\mathcal{F}_{ \pm} & =\left\langle\frac{\hat{\mathbb{1}}_{S}(t ;-\hat{H}) \pm \hat{M}_{S}(t ;-\hat{H})}{2^{N}} \cdot e^{-\mu \mathcal{S}}\left\{\frac{\hat{\mathbb{1}} \pm \hat{M}_{H}(t ; \hat{H})}{2}\right\}\right\rangle  \tag{3}\\
& =\frac{1}{2} \pm\left\langle\hat{\mathbb{1}}_{S}(t ;-\hat{H}) \cdot e^{-\mu \mathcal{S}}\left\{\hat{M}_{H}(t ; \hat{H})\right\}\right\rangle+\frac{1}{2}\left\langle\hat{M}_{S}(t ;-\hat{H}) \cdot e^{-\mu \mathcal{S}}\left\{\hat{M}_{H}(t ; \hat{H})\right\}\right\rangle
\end{align*}
$$

where in the final expression we used the property, $\operatorname{tr}\left(\hat{M}_{S}(t)\right)=0$, to neglect one cross term. We can eliminate the middle term on the RHS by averaging the fidelity over the positive and negative eigenstates, $\mathcal{F}=\left(\mathcal{F}_{+}+\mathcal{F}_{-}\right) / 2$. We have:

$$
\begin{equation*}
\mathcal{F}=\frac{1}{2}+\frac{1}{2}\left\langle\hat{M}_{S}(t ;-\hat{H}) \cdot e^{-\mu \mathcal{S}}\left\{\hat{M}_{H}(t ; \hat{H})\right\}\right\rangle, \tag{4}
\end{equation*}
$$

which is the result quoted in the main text, upon the substitution $\hat{M}(t) \equiv \hat{M}_{S}(t ;-\hat{H})=\hat{M}_{H}(t ; \hat{H})$ for Hermitian Lindblad operators.

We briefly comment on how open-system dynamics manifest in other protocols for measuring information scrambling. The above analysis applies to a large class of protocols that involve evolving once via forward time-evolution and once via backwards time-evolution [1-6]. In contrast, protocols that measure scrambling via exclusively forward time-evolution [7, 8] will depend instead on inner products of two copies of the Heisenberg time-evolved operator (although we note that such protocols must in some cases be exponentially inefficient [9]). Finally, in teleportationbased protocols [10-14, the operator of interest enters neither a measured observable nor as an initial state, but rather as a quantum operation applied to one half of EPR pairs. In this case, one should properly consider the time-evolution of the quantum channel, $\mathcal{M}\{\cdot\} \equiv \hat{M}(\cdot) \hat{M}^{\dagger}$, which displays qualitatively different behavior from the Heisenberg time-evolution analyzed in this work [14].

## Examples of Lindblad operators

We can build intuition for the effect of Lindbladian time-evolution on operator growth in the Heisenberg and Schrodinger pictures by analyzing a few simple error models. Let us begin with the simplest case, of isotropic decoherence on each qubit. In this case, we found in the main text that the action of the Lindbladian was precisely given by the size superoperator:

$$
\begin{equation*}
-\frac{1}{4} \sum_{i} \sum_{P}\left(P_{i} \hat{M}(t) P_{i}^{\dagger}-\hat{M}(t)\right)=\mathcal{S}\{\hat{M}(t)\}=\# \text { of } X, Y, Z \text { in } \hat{M}(t) \tag{5}
\end{equation*}
$$

where the RHS is intended to indicate that the size superoperator multiplies each Pauli string, $R$, of the operator, $\hat{M}(t)=\sum_{R} c_{R} \hat{M}(t)$, by its number of non-identity components (i.e. the number of $X-, Y$-, or $Z$-components). Here the Pauli matrices run over $P \in\{\mathbb{1}, X, Y, Z\}$ on each qubit.

Different error models do not exactly measure the operator size. For instance, dephasing noise gives rise to the following superoperator:

$$
\begin{equation*}
-\frac{1}{2} \sum_{i}\left(Z_{i} \hat{M}(t) Z_{i}^{\dagger}-\hat{M}(t)\right)=\mathcal{S}_{Z}\{\hat{M}(t)\}=\# \text { of } X, Y \text { in } \hat{M}(t) \tag{6}
\end{equation*}
$$

while depolarizing noise gives rise to:

$$
\begin{equation*}
-\frac{1}{4} \sum_{i}\left(X_{i} \hat{M}(t) X_{i}^{\dagger}+Y_{i} \hat{M}(t) Y_{i}^{\dagger}-2 \hat{M}(t)\right)=\left[\mathcal{S}-\frac{1}{2} \mathcal{S}_{Z}\right]\{\hat{M}(t)\}=(\# \text { of } Z \text { in } \hat{M}(t))+\frac{1}{2}(\# \text { of } X, Y \text { in } \hat{M}(t)) . \tag{7}
\end{equation*}
$$

In the main text and subsequent section, we argue that these superoperators display similar phenomenology as the operator size when applied to chaotic many-body time-evolved operators. From the definitions above, we see that this is a reasonable assumption if the high-size components of time-evolved operators fluctuate randomly between the local choice of basis (i.e. in these examples, between single-qubit $X-, Y$-, and $Z$-components).

Non-Hermitian errors require more careful consideration than Hermitian errors, since their time-evolution differs between the Heisenberg and Schrodinger pictures. For instance, consider spontaneous emission on each qubit, i.e. Lindblad operators equal to the lowering operator, $\hat{\ell}_{i}=\left(\hat{X}_{i}-i \hat{Y}_{i}\right) / 2$. We denote the raising operator, $\hat{r}_{i}=\hat{\ell}_{i}^{\dagger}$, the projector to the up eigenstate, $\hat{U}_{i}=\hat{r}_{i} \hat{\ell}_{i}=\left(\mathbb{1}_{i}+\hat{Z}_{i}\right) / 2$, and the projector to the down eigenstate, $\hat{D}_{i}=\hat{\ell}_{i} \hat{r}_{i}=\mathbb{1}_{i}-\hat{U}_{i}$. In the Heisenberg picture, operators time-evolve via:

$$
\begin{equation*}
\partial_{t} \hat{M}_{H}(t)=i\left[\hat{H}, \hat{M}_{H}(t)\right]+\varepsilon \sum_{i}\left(\hat{r}_{i} \hat{M}_{H}(t) \hat{\ell}_{i}-\frac{1}{2}\left\{\hat{U}_{i}, \hat{M}_{H}(t)\right\}\right) . \tag{8}
\end{equation*}
$$

Let us focus on the effect of spontaneous emission on a single component, $R_{i}$, of a single Pauli string, $\hat{R}=\bigotimes_{i} R_{i}$. We have:

$$
-\hat{r}_{i} \hat{R}_{i} \hat{\ell}_{i}+\frac{1}{2}\left\{\hat{U}_{i}, \hat{R}_{i}\right\}= \begin{cases}0, & \hat{R}_{i}=\mathbb{1}_{i}  \tag{9}\\ \hat{X}_{i} / 2, & \hat{R}_{i}=\hat{X}_{i} \\ \hat{Y}_{i} / 2, & \hat{R}_{i}=\hat{Y}_{i} \\ 2 \hat{U}_{i}, & \hat{R}_{i}=\hat{Z}_{i}\end{cases}
$$

We see that the error cannot increase the size of a Pauli string, since each identity component is mapped to itself under Heisenberg time-evolution. Summing over all qubits, we have:

$$
\begin{equation*}
-\sum_{i}\left(\hat{r}_{i} \hat{R} \hat{\ell}_{i}-\frac{1}{2}\left\{\hat{U}_{i}, \hat{R}\right\}\right)=\left[\mathcal{S}-\frac{1}{2} \mathcal{S}_{Z}\right]\{\hat{R}\}-\sum_{i}\left(\delta_{R_{i}=Z_{i}}\right) \hat{\mathbb{1}}_{i} \otimes \hat{R}_{\neq i} \tag{10}
\end{equation*}
$$

The effect of spontaneous emission in the Heisenberg picture is thus a combination of depolarizing noise (left term) and a superoperator that generates Pauli strings that differ from $\hat{R}$ by replacement of a single $Z$-component with the identity (right term). We do not expect the latter effect to substantially alter operator spreading, since the newly generated strings contain similar support to the original string. Indeed, in the following subsection we find that their effect is suppressed by a factor of $\sim \varepsilon / J$, where $J$ is the local Hamiltonian interaction strength.

As noted in the previous subsection, the time-evolution of operators in the Schrodinger picture can be drastically different. Again considering spontaneous emission, we have:

$$
\begin{equation*}
\partial_{t} \hat{M}_{S}(t)=-i\left[\hat{H}, \hat{M}_{S}(t)\right]+\varepsilon \sum_{i}\left(\hat{\ell}_{i} \hat{M}_{S}(t) \hat{r}_{i}-\frac{1}{2}\left\{\hat{U}_{i}, \hat{M}_{S}(t)\right\}\right) \tag{11}
\end{equation*}
$$

where the Lindblad operators now act as,

$$
-\hat{\ell}_{i} \hat{R}_{i} \hat{r}_{i}+\frac{1}{2}\left\{\hat{U}_{i}, \hat{R}_{i}\right\}= \begin{cases}\hat{Z}_{i}, & \hat{R}_{i}=\mathbb{1}_{i}  \tag{12}\\ \hat{X}_{i} / 2, & \hat{R}_{i}=\hat{X}_{i} \\ \hat{Y}_{i} / 2, & \hat{R}_{i}=\hat{Y}_{i} \\ \hat{Z}_{i}, & \hat{R}_{i}=\hat{Z}_{i}\end{cases}
$$

Summing over all qubits, we now have:

$$
\begin{equation*}
-\sum_{i}\left(\hat{r}_{i} \hat{R} \hat{\ell}_{i}-\frac{1}{2}\left\{\hat{U}_{i}, \hat{R}\right\}\right)=\left[\mathcal{S}-\frac{1}{2} \mathcal{S}_{Z}\right]\{\hat{R}\}-\sum_{i}\left(\delta_{R_{i}=\mathbb{1}_{i}}\right) \hat{Z}_{i} \otimes \hat{R}_{\neq i} \tag{13}
\end{equation*}
$$

The effect of spontaneous emission in the Schrodinger picture is thus a combination of depolarizing noise (left term) and a superoperator that generates Pauli strings that differ from $\hat{R}$ by a single replacement of an identity component with a Pauli- $Z$ operator (right term). As in the previous subsection, we see that non-Hermitian Lindblad operators cause Schrodinger time-evolved operators to immediately gain support on all qubits, irrespective of the locality of the dynamics.

## Approximations leading to Eq. (4) of the main text

In the main text, we provided intuitive arguments that open-system operator growth is governed by an effective Lindblad equation involving the size superoperator [Eq. (4) of the main text], in the case of chaotic dynamics and small error rates. In this subsection, we specify the precise approximations which lead to Eq. (4) of the main text.
We begin by formally solving the Heisenberg and Schrodinger time-evolution equations as a Taylor series in the error rate. We have:

$$
\begin{equation*}
\hat{M}_{H}(t)=\sum_{n=0}^{\infty} \varepsilon^{n} \sum_{\left\{\alpha_{i}\right\}} \int_{t_{1} \leq \ldots \leq t_{n}} d t_{1} \ldots d t_{n} e^{-i H\left(t-t_{n}\right)} \mathcal{L}_{\alpha_{n}}\left\{\ldots \mathcal{L}_{\alpha_{1}}\left\{e^{-i H t_{1}} M e^{i H t_{1}}\right\} \ldots\right\} e^{i H\left(t-t_{n}\right)} \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{M}_{S}(t)=\sum_{n=0}^{\infty} \varepsilon^{n} \sum_{\left\{\alpha_{i}\right\}} \int_{t_{1} \leq \ldots \leq t_{n}} d t_{1} \ldots d t_{n} e^{-i H\left(t-t_{n}\right)} \mathcal{L}_{\alpha_{n}}^{\dagger}\left\{\ldots \mathcal{L}_{\alpha_{1}}^{\dagger}\left\{e^{-i H t_{1}} M e^{i H t_{1}}\right\} \ldots\right\} e^{i H\left(t-t_{n}\right)} \tag{15}
\end{equation*}
$$

where for each Lindblad operator, $\hat{L}_{\alpha}$, we associate a superoperator, $\mathcal{L}_{\alpha}\{\cdot\}=\hat{L}_{\alpha}^{\dagger}(\cdot) \hat{L}_{\alpha}-\frac{1}{2}\left\{\hat{L}_{\alpha}^{\dagger} \hat{L}_{\alpha}, \cdot\right\}$, and its adjoint, $\mathcal{L}_{\alpha}^{\dagger}\{\cdot\}=\hat{L}_{\alpha}(\cdot) \hat{L}_{\alpha}^{\dagger}-\frac{1}{2}\left\{\hat{L}_{\alpha}^{\dagger} \hat{L}_{\alpha}, \cdot\right\}$. Inserting these solutions into Eq. (4), we find that the protocol in Fig. 4 of the main text measures the following quantity:

$$
\begin{align*}
& \left\langle\hat{M}_{S}(t ;-\hat{H}) e^{-\mu \mathcal{S}}\left\{\hat{M}_{H}(t ; \hat{H})\right\}\right\rangle \\
& \quad=\sum_{m, n=0}^{\infty} \varepsilon^{n+m} \sum_{\left\{\alpha_{i}\right\}} \sum_{\left\{\beta_{i}\right\}} \int_{s_{1} \leq \ldots \leq s_{m}} d s_{1} \ldots d s_{m} \int_{t_{1} \leq \ldots \leq t_{n}} d t_{1} \ldots d t_{n} \times \\
& \left\langle e^{-i H\left(t-s_{m}\right)} \mathcal{L}_{\beta_{m}}^{\dagger}\left\{\ldots \mathcal{L}_{\beta_{1}}^{\dagger}\left\{e^{-i H s_{1}} M e^{i H s_{1}}\right\} \ldots\right\} e^{i H\left(t-s_{n}\right)} e^{-\mu \mathcal{S}}\left\{e^{-i H\left(t-t_{n}\right)} \mathcal{L}_{\alpha_{n}}\left\{\ldots \mathcal{L}_{\alpha_{1}}\left\{e^{-i H t_{1}} M e^{i H t_{1}}\right\} \ldots\right\} e^{i H\left(t-t_{n}\right)}\right\}\right\rangle \tag{16}
\end{align*}
$$

Each expectation value in the summation is a multi-point OTOC involving $\hat{M}$, the Lindblad operators, and the Pauli operators used to implement the quantum channel, $e^{-\mu \mathcal{S}}$.

We apply two approximations to this expression: (i) First, we assume that the precise form of operators entering the OTOC is only relevant for operators that occur at approximately the same "time slice", i.e. their times are separated by less than the inverse local interaction strength, $\sim 1 / J$. (ii) Second, we assume that the only OTOCs that are non-zero are those for which all operators in every time-slice product to the identity, i.e. "off-diagonal" OTOCs such as $\left\langle\hat{Z}_{i}(t) \hat{X}_{j}(0) \hat{Z}_{i}(t) \hat{Y}_{j}(0)\right\rangle$ are zero. Properties (i) and (ii) are exact within large- $N$ systems and random matrix theory [15], and in random unitary circuits for single-qubit errors at leading order in the error rate. In the latter, condition (i) follows because the local basis is randomized with each time step, while condition (ii) follows because the sign of off-diagonal OTOCs can be flipped via single-qubit rotations (e.g. conjugation by the Pauli operator $X_{j}$ at time zero in the aforementioned example), which thus average the OTOC to zero. Corrections arise when the same Lindblad superoperator is applied in both forwards and backwards time-evolution, which occurs with a probability suppressed by $\varepsilon^{2}$. The application of these approximations to chaotic many-body systems is a conjecture, motivated by the intuition presented in the main text.

We now apply approximations (i) and (ii) to Eq. 16). In particular, we show that approximation (ii) implies that operator growth under non-Hermitian Lindblad operators is equal to that under a particular set of Hermitian Lindblad operators, to leading order in $\varepsilon / J$. Since Schrodinger and Heisenberg time-evolution are equivalent for Hermitian Lindblad operators, this verifies that the operator size distribution measured via Eq. (4) is well-defined (i.e. it contains no negative elements). From this result, approximation (i) leads to Eq. (4) of the main text.

To establish the first simplification, we define Hermitian operators, $\hat{L}_{\alpha}^{+}=\left(\hat{L}_{\alpha}+\hat{L}_{\alpha}^{\dagger}\right) / 2$ and $\hat{L}_{\alpha}^{-}=i\left(\hat{L}_{\alpha}-\hat{L}_{\alpha}^{\dagger}\right) / 2$. Note that the inner product between the two Hermitian operators, $\left\langle\hat{L}_{+} \hat{L}_{-}\right\rangle=\frac{1}{2}\left[\left\langle\hat{L}^{\dagger} \hat{L}^{\dagger}\right\rangle-\langle\hat{L} \hat{L}\rangle\right]$, can be set to zero by multiplying $\hat{L}$ by an overall phase. The Lindblad superoperator can be expressed as:

$$
\begin{align*}
\mathcal{L}_{\alpha}\{\cdot\} & =\hat{L}_{\alpha}(\cdot) \hat{L}_{\alpha}^{\dagger}-\frac{1}{2}\left\{\hat{L}_{\alpha}^{\dagger} \hat{L}_{\alpha},(\cdot)\right\} \\
& =\mathcal{L}_{\alpha}^{+}\{\cdot\}+\mathcal{L}_{\alpha}^{-}\{\cdot\}-i \hat{L}_{\alpha}^{-}(\cdot) \hat{L}_{\alpha}^{+}+i \hat{L}_{\alpha}^{+}(\cdot) \hat{L}_{\alpha}^{-}-\frac{i}{2}\left\{\left[\hat{L}_{\alpha}^{-}, \hat{L}_{\alpha}^{+}\right],(\cdot)\right\}  \tag{17}\\
\mathcal{L}_{\alpha}^{\dagger}\{\cdot\} & =\hat{L}_{\alpha}^{\dagger}(\cdot) \hat{L}_{\alpha}-\frac{1}{2}\left\{\hat{L}_{\alpha}^{\dagger} \hat{L}_{\alpha},(\cdot)\right\} \\
& =\mathcal{L}_{\alpha}^{+}\{\cdot\}+\mathcal{L}_{\alpha}^{-}\{\cdot\}+i \hat{L}_{\alpha}^{-}(\cdot) \hat{L}_{\alpha}^{+}-i \hat{L}_{\alpha}^{+}(\cdot) \hat{L}_{\alpha}^{-}-\frac{i}{2}\left\{\left[\hat{L}_{\alpha}^{-}, \hat{L}_{\alpha}^{+}\right],(\cdot)\right\}
\end{align*}
$$

where $\mathcal{L}_{\alpha}^{ \pm}\{\cdot\}$ are the analogous Lindblad superoperators for $\hat{L}_{\alpha}^{ \pm}$.
Now, note that the typical separation in time of spatially and temporally nearby Lindblad operators in Eq. (16) is given by the inverse local error rate, $\sim 1 / \varepsilon$. For small error rates, this is much longer than the thermalization time, $\sim 1 / J$; thus we can assume that each Lindblad superoperator in Eq. 16) occurs at a different "time-slice" for the purposes of approximations (i), (ii). Applying Eq. 17), we see that each time-slice contains at most two of a given Lindblad operator: either two copies of $\hat{L}_{\alpha}^{+}\left(\right.$from $\left.\mathcal{L}_{\alpha}^{+}\{\cdot\}\right)$, two copies of $\hat{L}_{\alpha}^{-}\left(\right.$from $\left.\mathcal{L}_{\alpha}^{-}\{\cdot\}\right)$, or one copy each of $\hat{L}_{\alpha}^{+}$and $\hat{L}_{\alpha}^{-}$(from the latter four terms). However, the latter terms are precisely those that vanish under approximation (ii). Therefore, to leading order in $\varepsilon / J$, we find that time-evolution is effectively governed by the Hermitian Lindblad operators, $\hat{L}_{\alpha}^{ \pm}$. Concretely, we can replace $\hat{M}_{H}(t ; \hat{H}) \rightarrow \hat{M}(t)$ and $\hat{M}_{S}(t ;-\hat{H}) \rightarrow \hat{M}(t)$ in Eq. 16), where the operator, $\hat{M}(t)$, evolves as:

$$
\begin{equation*}
\partial_{t} \hat{M}(t)=i[\hat{H}, \hat{M}(t)]+\varepsilon \sum_{\alpha}\left(\mathcal{L}_{\alpha}^{+}\{\hat{M}(t)\}+\mathcal{L}_{\alpha}^{-}\{\hat{M}(t)\}\right) \tag{18}
\end{equation*}
$$

For example, in the case of spontaneous emission, with non-Hermitian Lindblad operator $\hat{L}_{i}=\hat{\ell}_{i}$, we have Hermitian Lindblad operators, $\hat{L}_{i}^{+}=X$ and $\hat{L}_{i}^{-}=Y$, which represent an effective depolarizing channel. Intuitively, this occurs because the Pauli strings in the final right term of Eqs. (1013) are effectively uncorrelated with those of the original operator after time $\sim 1 / J$, and thus only contribute at higher order in $\varepsilon / J$.

Applying approximation (i) to Eq. 18 leads us to Eq. (4) in the main text. Specifically, we replace each Lindblad superoperator, $\mathcal{L}_{\alpha}$, with a sum of Pauli Lindblad superoperators, $\mathcal{L}_{P_{i}}$, acting on the same qubit:

$$
\begin{equation*}
\partial_{t} \hat{M}(t) \approx i[\hat{H}, \hat{M}(t)]+\tilde{\varepsilon} \sum_{i} \sum_{P_{i}} \mathcal{L}_{P_{i}}\{\hat{M}(t)\}=i[\hat{H}, \hat{M}(t)]+4 \tilde{\varepsilon} \mathcal{S}\{\hat{M}(t)\} \tag{19}
\end{equation*}
$$

To be precise, we can adjust the local error rates so that the normalization of the Lindblad operators is unchanged, $\varepsilon\left\langle\hat{L}_{\alpha}^{\dagger} \hat{L}_{\alpha}\right\rangle=\tilde{\varepsilon} \sum_{P_{i} \neq \mathbb{1}_{i}}\left\langle\hat{P}_{i} \hat{P}_{i}\right\rangle=3 \tilde{\varepsilon}$. In the remainder of the work, we replace the notation $\tilde{\varepsilon}$ with $\varepsilon$ for simplicity. If
$\mathcal{L}_{\alpha}$ has support on multiple qubits but the qubits are nearby each other in space, we expect this approximation to apply when $i$ is chosen as any one of the qubits, because the support of $\hat{M}(t)$ will be highly correlated between nearby qubits in a locally interacting system. If $\mathcal{L}_{\alpha}$ has support on multiple qubits in an all-to-all coupled system, we expect the approximation to apply when $i$ is summed over all qubits, since the support of $\hat{M}(t)$ will be nearly entirely uncorrelated between qubits.

Before concluding, we mention a few notable violations of the approximations (i) and (ii), and show that they nonetheless have a subleading effect. First, note that systems with local conserved quantities violate both approximations. Regarding approximation (i), Lindblad operators that overlap vs. do not overlap the conserved quantity will spread differently; for approximation (ii), certain terms with zero trace in each time-slice are non-zero, for example the two-point function, $\left\langle\hat{Z}_{i}(t) \hat{Z}_{j}(0)\right\rangle$. Nonetheless, we expect both of these violations to give only subleading contribution (suppressed by $1 / \sqrt{t}$ ), since the majority of a time-evolved operator's support is contained in chaotic large-size Pauli strings.

Second, a distinct argument shows that the approximation (ii) is violated in Hamiltonian systems. Consider the time-derivative of the OTOC under unitary dynamics:

$$
\begin{equation*}
\partial_{t}\langle\hat{M}(t) \hat{Q} \hat{M}(t) \hat{Q}\rangle=i\langle\hat{M}(t)[\hat{Q}, \hat{H}] \hat{M}(t) \hat{Q}\rangle \tag{20}
\end{equation*}
$$

The right side is an "off-diagonal" OTOC since the trace of all operators at time zero vanishes, yet it is non-zero whenever the OTOC on the left side changes in time. We now show that this violation gives only a subleading contribution to Eq. (4) in two examples. In all-to-all interacting systems, the right side of Eq. 20) contains a sum of at least $\sim N$ Hamiltonian terms, which leads to a $\sim 1 / N$ suppression in the value of each off-diagonal OTOC. Meanwhile, in a 1D system, the left side OTOC (before differentiation) is zero when the operator $Q$ is within the light cone of $\hat{M}(t)$, and unity when it is outside. The time-derivative of the OTOC is therefore non-zero only over a small region of width $\sim c \sqrt{t}$, with a magnitude $\sim v_{B} / c \sqrt{t}$. The total contribution of "off-diagonal" OTOCs to Eq. (4) therefore scales as $\varepsilon(c \sqrt{t})\left(v_{B} / c \sqrt{t}\right) \sim \varepsilon \partial_{t} \mathcal{S} / J \sim \varepsilon$, which is much less than the contribution of "diagonal" OTOCs, $\sim \varepsilon \mathcal{S}$.

## Derivation of Eqs. (5), (6) of the main text

In this section, we derive the Loschmidt echo decay equation [Eq. (5) of the main text] and the size growth equation [Eq. (6) of the main text]. Both equations are obtained directly by applying Eq. (4) of the main text to the quantities of interest. We begin with the Loschmidt echo fidelity, $\mathcal{N}=\langle\hat{M}(t) \hat{M}(t)\rangle$. The time-derivative is:

$$
\begin{align*}
\partial_{t} \mathcal{N}(t) & =2\left\langle\partial_{t} \hat{M}(t) \hat{M}(t)\right\rangle \\
& =-2 \varepsilon\langle\mathcal{S}\{\hat{M}(t)\} \hat{M}(t)\rangle  \tag{21}\\
& =-2 \varepsilon \overline{\mathcal{S}}(t) \hat{N}(t)
\end{align*}
$$

using the definition of the average operator size, $\overline{\mathcal{S}}(t)=\langle\mathcal{S}\{\hat{M}(t)\} \hat{M}(t)\rangle /\langle\hat{M}(t) \hat{M}(t)\rangle$. Taking the time-derivative of the average operator size gives:

$$
\begin{align*}
\partial_{t} \overline{\mathcal{S}}(t) & =\frac{\partial_{t}\langle\hat{M}(t) \mathcal{S}\{\hat{M}(t)\}\rangle}{\langle\hat{M}(t) \hat{M}(t)\rangle}-\frac{\langle\hat{M}(t) \mathcal{S}\{\hat{M}(t)\}\rangle \cdot \partial_{t}\langle\hat{M}(t) \hat{M}(t)\rangle}{\langle\hat{M}(t) \hat{M}(t)\rangle^{2}} \\
& =2 i\left(\frac{\langle[\hat{H}, \hat{M}(t)] \mathcal{S}\{\hat{M}(t)\}\rangle}{\langle\hat{M}(t) \hat{M}(t)\rangle}\right)-2 \varepsilon\left(\frac{\left\langle\hat{M}(t) \mathcal{S}^{2}\{\hat{M}(t)\}\right\rangle}{\langle\hat{M}(t) \hat{M}(t)\rangle}\right)+2 \varepsilon\left(\frac{\langle\hat{M}(t) \mathcal{S}\{\hat{M}(t)\}\rangle^{2}}{\langle\hat{M}(t) \hat{M}(t)\rangle^{2}}\right)  \tag{22}\\
& =2 i\left(\frac{\langle[\hat{H}, \hat{M}(t)] \mathcal{S}\{\hat{M}(t)\}\rangle}{\langle\hat{M}(t) \hat{M}(t)\rangle}\right)-2 \varepsilon \delta \mathcal{S}(t)^{2},
\end{align*}
$$

where the size width is defined as $\delta \mathcal{S}(t)^{2}=\overline{\mathcal{S}^{2}}(t)-\overline{\mathcal{S}}(t)^{2}$. The first term corresponds to size growth via the unitary dynamics generated by $\hat{H}$.

## Unequal Hamiltonian formulation of the Loschmidt echo

In this section, we address the alternate Loschmidt echo scenario discussed in the main text, in which timeevolution is unitary but is governed by unequal Hamiltonians for forwards and backwards time-evolution. Similar to the previous subsections, we outline the precise approximations which lead to a Loschmidt echo fidelity described by Eq. (4) of the main text. In what follows, we begin by Taylor expanding the fidelity in the difference between the two Hamiltonians, in which case each term is again a sum of various OTOCs. We then apply a single assumption: that these correlation functions relax quickly outside of some correlation length, $\xi_{\text {th }}$, and correlation time, $\tau_{\text {th }}$. We expect these assumptions to hold for chaotic many-body systems when the perturbation $\delta H$ does not overlap any conserved quantities (e.g. the Hamiltonian, $H$ ). In principle, we expect modifications to our predictions when the perturbation does overlap a conserved quantity. In Fig. 3 of the main text we explore this scenario numerically for small system sizes, and observe qualitatively similar behavior to that expected from Lindbladian dynamics.

The fidelity of the many-body Loschmidt echo is given by the correlation function:

$$
\begin{equation*}
\mathcal{F}_{\eta}(t)=\left\langle e^{-i H t} M e^{i H t} e^{-i(H+\eta \delta H) t} M e^{i(H+\eta \delta H) t}\right\rangle . \tag{23}
\end{equation*}
$$

We begin our derivation by Taylor expanding in the perturbation strength, $\eta$ :

$$
\begin{equation*}
\mathcal{F}_{\eta}(t)=\sum_{n}(i \eta)^{n} \mathcal{C}_{n}(t) \tag{24}
\end{equation*}
$$

where the $n^{\text {th }}$ coefficient is given by:

$$
\begin{align*}
\mathcal{C}_{n}(t)=\sum_{\text {bipart }}(-1)^{n_{L}} & \int d t_{1}^{L} \ldots d t_{n_{L}}^{L} \int d t_{1}^{R} \ldots d t_{n_{R}}^{R} \times \\
& \operatorname{tr}\left(e^{-i H t} M e^{i H t} e^{-i H\left(t-t_{n_{L}}^{L}\right)} \delta H \ldots e^{-i H\left(t_{2}^{L}-t_{1}^{L}\right)} \delta H e^{-i H t_{1}^{L}} M e^{i H t_{1}^{R}} \delta H e^{i H\left(t_{2}^{R}-t_{1}^{R}\right)} \ldots \delta H e^{i H\left(t-t_{n_{R}}^{R}\right)}\right) \tag{25}
\end{align*}
$$

Here the summation occurs over all bipartitions, $\left(n_{L}, n_{R}\right)$, with $n_{L}+n_{R}=n$ and $n_{L}, n_{R} \geq 0$ (since each $\eta$-derivative can hit either $e^{-i(H+\eta \delta H) t}$ on the left, or $e^{i(H+\eta \delta H) t}$ on the right). The time-ordering is $t_{1}^{L} \leq t_{2}^{L} \leq \ldots \leq t_{n_{L}}^{L}$ and $t_{1}^{R} \leq t_{2}^{R} \leq \ldots \leq t_{n_{R}}^{R}$. Each term in the above equation is an OTOC,

$$
\begin{gather*}
\left\langle e^{-i H t} M e^{i H t} e^{-i H\left(t-t_{n_{L}}^{L}\right)} \delta H \ldots e^{-i H\left(t_{2}^{L}-t_{1}^{L}\right)} \delta H e^{-i H t_{1}^{L}} M e^{i H t_{1}^{R}} \delta H e^{i H\left(t_{2}^{R}-t_{1}^{R}\right)} \ldots \delta H e^{i H\left(t-t_{n_{R}}^{R}\right)}\right\rangle  \tag{26}\\
=\left\langle\hat{M}(t) \delta H\left(t-t_{n_{L}}^{L}\right) \ldots \delta H\left(t-t_{1}^{L}\right) \hat{M}(t) \delta H\left(t-t_{1}^{R}\right) \ldots \delta H\left(t-t_{n}^{R}\right)\right\rangle
\end{gather*}
$$

To proceed farther, we approximate that each OTOC is zero unless its set of times, $\left\{t_{1}^{L}, \ldots t_{n_{L}}^{L}, t_{1}^{R}, \ldots, t_{n_{R}}^{R}\right\}$, can be decomposed into pairs of equal times (note that this is equivalent to approximation (ii) in the previous subsection). Note that this immediately eliminates all $\mathcal{C}_{n}(t)$ with $n$ odd. These pairs can occur either between times on the same side (e.g. $t_{1}^{L}=t_{2}^{L}$ or $t_{1}^{R}=t_{2}^{R}$ ), or on opposite sides (e.g. $t_{1}^{L}=t_{1}^{R}$ ). Summing these four possibilities for a fixed set of times, we find that each pair enters in the form:

$$
\begin{equation*}
\mathcal{L}_{\delta H}\{(\ldots) \hat{M}(\ldots)\}=\delta H \delta H(\ldots) \hat{M}(\ldots)+(\ldots) \hat{M}(\ldots) \delta H \delta H-2 \delta H(\ldots) \hat{M}(\ldots) \delta H \tag{27}
\end{equation*}
$$

where $\mathcal{L}_{\delta H}$ is a superoperator and the ellipses represent intermediate time-evolution. The sum over bipartitions in Eq. 25) can thus be re-expressed as:

$$
\begin{equation*}
\mathcal{C}_{2 n}(t) \approx \tau_{\mathrm{th}}^{n} \int d t_{1} \ldots d t_{n}\left\langle e^{-i H t} M e^{i H t} e^{-i H\left(t-t_{n}\right)} \mathcal{L}_{\delta H}\left\{\ldots e^{-i H\left(t_{2}-t_{1}\right)} \mathcal{L}_{\delta H}\left\{e^{-i H t_{1}} M e^{i H t_{1}}\right\} e^{i H\left(t_{2}-t_{1}\right)} \ldots\right\} e^{i H\left(t-t_{n}\right)}\right\rangle \tag{28}
\end{equation*}
$$

This can be interpreted as the connected part of the OTOC between $M$ and $n$ copies of $\delta H$.
We have not yet assumed anything about the spatial correlations of $\delta H$. However, we can already connect our expression for the Loschmidt echo fidelity to an effective Lindblad equation. Specifically, applying the above results, we can write:

$$
\begin{equation*}
\mathcal{F}_{p}(t) \approx \sum_{n}\left(-p^{2}\right)^{n} \mathcal{C}_{2 n}(t)=\left\langle M_{t} \tilde{M}_{t}\right\rangle \tag{29}
\end{equation*}
$$

with the operator $\tilde{M}_{t}$ defined as:

$$
\begin{equation*}
\tilde{M}_{t} \equiv \sum_{n}\left(-\tau_{\mathrm{th}} p^{2}\right)^{n} \int d t_{1} \ldots d t_{n} e^{-i H\left(t-t_{n}\right)} \mathcal{L}_{\delta H}\left\{\ldots e^{-i H\left(t_{2}-t_{1}\right)} \mathcal{L}_{\delta H}\left\{e^{-i H t_{1}} M e^{i H t_{1}}\right\} e^{i H\left(t_{2}-t_{1}\right)} \ldots\right\} e^{i H\left(t-t_{n}\right)} \tag{30}
\end{equation*}
$$

Taking a time-derivative (note that the time-derivative hits three locations: the first and final applications of $e^{ \pm i H\left(t-t_{n}\right)}$, and the upper limit of the integral over $0 \leq t_{n} \leq t$ ), we have:

$$
\begin{align*}
\partial_{t} \tilde{M}_{t} & =-i\left[H, \tilde{M}_{t}\right]+\sum_{n}\left(-p^{2}\right)^{n} \int d t_{1} \ldots d t_{n-1} \mathcal{L}_{\delta H}\left\{\ldots e^{-i H\left(t_{2}-t_{1}\right)} \mathcal{L}_{\delta H}\left\{e^{-i H t_{1}} M e^{i H t_{1}}\right\} e^{i H\left(t_{2}-t_{1}\right)} \ldots\right\} \\
& =-i\left[H, \tilde{M}_{t}\right]-p^{2} \mathcal{L}_{\delta H}\left\{\tilde{M}_{t}\right\}  \tag{31}\\
& =-i\left[H, \tilde{M}_{t}\right]-2 \tau_{\text {th }} p^{2}\left[\frac{1}{2} \delta H^{2} \tilde{M}_{t}+\frac{1}{2} \tilde{M}_{t} \delta H^{2}-\delta H \tilde{M}_{t} \delta H\right]
\end{align*}
$$

The operator is thus the solution to an effective Lindblad equation with a single Lindblad operator, $\hat{L}=\delta H$, and error rate, $\varepsilon=2 \tau_{\mathrm{th}} p^{2}$. Note that we could have symmetrized the above equation by re-defining the original Hamiltonians so that $H_{1}=H-\eta \delta H / 2$ and $H_{2}=H+\eta \delta H / 2$.

To proceed further, we assume that the perturbation is a sum of local operators, $\delta H=\sum_{i} \delta H_{i}$, and that OTOCs involving a pair of local operators at the same fixed time are zero unless the operators are spatially nearby one another. Our notion of 'local' and 'nearby' can be clarified. For locally interacting systems, we have in mind that each $\delta H_{i}$ is contained within a finite spatial region, e.g. a ball of finite radius. We then assume that the relevant OTOCs are zero unless the pair of local terms within each fixed-time application of $\mathcal{L}_{\delta H}$ are within distance $\xi_{\text {th }}$ of each other-there are $\sim \xi_{\text {th }}^{d}$ such pairs in dimension $d$. In all-to-all coupled systems, we have in mind that $\delta H_{i}$ acts on only one of the all-to-all coupled degrees of freedom (e.g. a single qubit in an all-to-all coupled spin system, or a single Majorana fermion in SYK). The OTOCs between pairs of different $\delta H_{i}$ and $\delta H_{j}$ are then zero whenever $i \neq j$. For concreteness, we focus on local systems in what follows.

Applying this assumption to the effective Lindblad equation, Eq. 31, immediately yields a new effective Lindblad equation:

$$
\begin{equation*}
\partial_{t} \tilde{M}_{t}=-i\left[H, \tilde{M}_{t}\right]-2 \tau_{\mathrm{th}} \xi_{\mathrm{th}} p^{2} \sum_{i}\left[\frac{1}{2} \delta H_{i}^{2} \tilde{M}_{t}+\frac{1}{2} \tilde{M}_{t} \delta H_{i}^{2}-\delta H_{i} \tilde{M}_{t} \delta H_{i}\right] \tag{32}
\end{equation*}
$$

which involves only local Lindblad operators, $\hat{L}_{i}=\delta H_{i}$, each with error rate, $2 \tau_{\text {th }} \xi_{\text {th }} p^{2}$. The approximation (i) in the previous subsection then leads to Eq. (4) of the main text.

## INFORMATION-THEORETIC INTERPRETATION OF THE LOSCHMIDT ECHO

In this section, we show that the Loschmidt echo with respect to a local operator $\hat{M}$ is related to a Renyi-2 mutual information, between the many-body input state of Lindbladian time-evolution and the subsystem of the output state that $\hat{M}$ act upon. Specifically, this relation holds for the average Loschmidt echo fidelity over a complete basis of operators $\hat{M}$ on the subsystem of interest.

To define the relevant subsystems, we consider a setup where our many-body system $S$ is initially maximally entangled with a reference system $E$. The state then undergoes Lindbladian time-evolution, i.e. we apply the quantum channel, $\mathcal{E}=e^{\mathcal{L} t}$, where $\mathcal{L}$ is the Lindbladian superoperator on system $S$. We are interested in the Renyi-2 mutual information between $E$ and a subsystem $A$ of $S$.

To compute the mutual information, we utilize a tensor network-like diagrammatic notation introduced in Ref. [10] (see Ref. 14 for a more extensive introduction). We represent the density matrix of the entire system, $S E$, after

Lindbladian time-evolution via the following diagram:


Here system $S$ is represented via three pairs of tensor indices on the left side (decomposed into subsystem $A$ and its complement, $B$ ), and system $E$ similarly on the right. We denote the number of qubits in $S$ as $N$ and its Hilbert space dimension as $d=2^{N}$, and similar for subsystem $A$, with $n_{A}$ qubits and dimension $d_{A}=2^{n_{A}}$. For each subsystem, the tensor legs terminating downward represent the input to the density matrix (i.e. the ket indices), while the legs terminating upward represent the output (i.e. the bra indices). The middle horizontal lines represent initial EPR pairs between subsystems A, B and the reference system E. Each dot represents a factor of the inverse square root dimension of the tensor leg it is located on, to normalize the EPR pairs. The quantum channel $\mathcal{E}$ acts on system $S$, i.e. the left half of the EPR pairs.

The Renyi-2 mutual information of interest is defined as:

$$
\begin{equation*}
I^{(2)}(A, E)=S^{(2)}(E)+S^{(2)}(A)-S^{(2)}(A E)=N+n_{A}-S^{(2)}(A E) \tag{34}
\end{equation*}
$$

where we use the fact $E$ and $A$ are in maximally mixed states. Here, the Renyi-2 entropy is defined as:

$$
\begin{equation*}
S^{(2)}(A E)=-\log _{2}\left[\operatorname{tr}\left(\rho_{A E}^{2}\right)\right] \tag{35}
\end{equation*}
$$

with $\rho_{A E}=\operatorname{tr}_{B}\left(\rho_{B A E}\right)$. In the diagrammatic notation, the quantity $\operatorname{tr}\left(\rho_{A E}^{2}\right)$ can be expressed as:


The leftmost diagram follows straightforwardly from Eq. 33) by tracing over subsystem $B$, squaring, and then tracing over $A$ and $E$. In the first equality, we use the identity, $\operatorname{tr}_{A}(\cdot)=\frac{1}{d_{A}} \sum_{P_{A}} \hat{P}_{A}(\cdot) \hat{P}_{A}^{\dagger}$, where $\hat{P}_{A}$ form a complete basis for operators on subsystem $A$ (e.g. the Pauli operators), to re-arrange the tensor indices. In the second equality, we complex conjugate the entire diagram and apply the definition of the adjoint in order to "slide" the channel $\mathcal{E}$ across the EPR pairs (note that $\operatorname{tr}\left(\rho_{A E}^{2}\right)$ is real and so is invariant under complex conjugation; we also re-index the summation $\hat{P}_{A} \rightarrow \hat{P}_{A}^{*}$ for convenience). This can be derived explicitly by decomposing $\mathcal{E}$ in terms of Kraus operators, $\mathcal{E}(\cdot)=\sum_{i} \hat{E}_{i}(\cdot) \hat{E}_{i}^{\dagger}$, and utilizing the identity [14], $\hat{E}_{i, \text { left }}^{T}|\mathrm{EPR}\rangle=\hat{E}_{i \text {,right }}|\mathrm{EPR}\rangle$, for each Kraus operator. Now, we note that this diagram contains precisely the Heisenberg time-evolution of the operators, $\hat{P}_{A}(t)=\mathcal{E}^{\dagger}\left\{\hat{P}_{A}\right\}$. Contracting the tensor indices and keeping track of the various Hilbert space dimensions, we thus


FIG. 1. Operator growth in long-range interacting random unitary circuits under unitary and open-system dynamics. (a) Power-law exponent $\alpha=0.14$. The average operator size grows super-linearly under unitary dynamics (black), according to the power-law [17], $\overline{\mathcal{S}} \sim t^{1 /(2 \alpha-1)}$. Under open-system dynamics (red), the average operator size eventually reverts to sub-linear growth. (b) Power-law exponent $\alpha=0.7$. The average operator size grows super-linearly under unitary dynamics (black), now according to a shrunk exponential [17], $\overline{\mathcal{S}} \sim e^{t^{\log _{2}(1 / \alpha)}}$. Under open-system dynamics (red), the average operator size eventually plateaus, similar to our observation in all-to-all interacting systems [Fig. 2(b) of the main text]. The arguments in the text predict that this apparent plateau is in fact a slow linear growth, however, it is difficult to precisely distinguish these the two scenarios here.
arrive at our final result:

$$
\begin{align*}
I^{(2)}(A, E) & =N+n_{A}+\log _{2}\left[\frac{1}{d d_{A}} \sum_{P_{A}}\left\langle\hat{P}_{A}(t) \hat{P}_{A}^{\dagger}(t)\right\rangle\right] \\
& =2 n_{A}+\log _{2}\left[\frac{1}{d_{A}^{2}} \sum_{P_{A}}\left\langle\hat{P}_{A}(t) \hat{P}_{A}^{\dagger}(t)\right\rangle\right] \tag{37}
\end{align*}
$$

The argument of the logarithm is the average operator normalization over a complete basis of $d_{A}^{2}$ operators on subsystem $A$. We can easily check the limits on this equation. Under unitary dynamics, the average normalization is unity and so the mutual information is maximal, $I^{(2)}(A, E)=2 n_{A}$. Under a maximally decohering channel, the normalization approaches zero for all operators except the identity. This gives an average normalization of $1 / d_{A}^{2}$, and thus a mutual information of zero, $I^{(2)}(A, E)=2 n_{A}-2 n_{A}=0$.

## OPEN-SYSTEM OPERATOR GROWTH IN LONG-RANGE INTERACTING SYSTEMS

In this section, we turn to operator growth in long-range interacting open-system dynamics. We begin by summarizing previous results on operator growth under long-range interacting unitary dynamics. We then provide a brief intuitive picture to explain the effect of open-system dynamics, and explore these predictions numerically in random unitary circuits (Fig. 11.

Operator growth in long-range interacting dynamics has been studied in the context of random unitary circuits [16, 17] and biological physics [18, 19], and is known to display qualitatively distinct behavior compared to short-range dynamics. In particular, these works establish several regimes of operator growth, dependent on the power-law, $\alpha$, of the interaction and the spatial dimension, $d$. Here, long-range hops are designated to occur with a probability, $\sim 1 / r^{2 \alpha}$, we refer to the final section of the supplemental material for details. For $d+1 / 2<\alpha$, operator growth proceeds similarly to in short-range dynamics: the average operator size grows ballistically, $\mathcal{S} \sim t^{d}$, and the size width grows at a slower rate dominated by fluctuations at the light cone boundary. For $d<\alpha<d+1 / 2$, the average operator size exhibits a super-ballistic power law in time, $\mathcal{S} \sim t^{\frac{1}{2 \alpha-2 d}}$. Moreover, fluctuations in the light cone boundary become the same order as the light cone width [18, implying that the size distribution becomes $\operatorname{broad}(\delta \mathcal{S} \sim \bar{S})$. For $d / 2<\alpha<d$, the average operator size exhibits a stretched exponential, $\mathcal{S} \sim e^{t^{\log _{2}(d / \alpha)}}$, again with large fluctuations at the boundary. Finally, for $\alpha<d / 2$, the system is effectively all-to-all coupled and operators grow according a simple exponential in time.

In Ref. [18, all of the above patterns of growth are explained by a single remarkably simple model for operator growth. The central observation of this model is that the value of the light cone radius at time $t, r(t)$, is determined
primarily by contributions from long-range hops that were "seeded" from the bulk of the light cone at an earlier time, $t_{\text {seed }} \approx r^{-1}(r(t) / 2)$. These seeds grow separately from the bulk of the light cone until the time of interest, $t$, at which the light cones of the seed and core combine. The radius $r(t)$ can then be solved for in a self-consistent approach, by demanding that the expected number of such hops up to the time $t$ [expressed in terms of $d$, $\alpha$, and $r(t)$ ] is equal to one. For more details, we refer to Ref. [18. We note that this simple picture explains why the size distributions are broad (for power laws $\alpha<d+1 / 2$ ). The long-range hops that contribute to the light cone boundary at time $t$ occur via a Poisson process with expected value 1. This leads to comparable fluctuations in the number of such hops; in particular, there will be some $\sim \mathcal{O}(1)$ probability that no hop of distance $r(t)$ has occurred at all. This is in sharp contrast to operator growth in short-range systems, where fluctuations in the light cone boundary receive equal contributions from fluctuations at all previous times [20].

A full analysis of long-range operator spreading in the presence of error would represent a substantial undertaking. We note that the manifestation of error that is relevant for time-evolution of quantum mechanical operators has no physical analog in the biological context where the previous studies of operator spreading originated [16-19. Here, we instead propose a simple modification of the intuitive picture above. Consider two possible outcomes of the aforementioned Poisson process: one in which no hop of distance $r(t)$ occurs, and one in which $\geq 1$ such hops occur. Both outcomes occur with $\sim \mathcal{O}(1)$ probability under unitary dynamics. However, under open-system dynamics, the latter scenario will have be suppressed exponentially in the operator size of the seed integrated over time, i.e. proportional to $\sim \exp \left(-\varepsilon \int_{t_{\text {seed }}}^{t} d t^{\prime} \mathcal{S}_{\text {seed }}\left(t^{\prime}\right)\right)$. We therefore expect that sufficiently long-range hops will cease to contribute to open-system operator growth, when this suppression becomes small. This implies that at sufficiently late times, operator growth will asymptote to ballistic behavior, $\mathcal{S} \sim t^{d}$, dominated by finite-range hops.

We explore these predictions by numerically simulating open-system long-range interacting RUCs for $\alpha=0.7,1.4$ (Fig. 1). For $\alpha=1.4$, consistent with previous results, we observe that the average operator size grows superballistically under unitary dynamics (black). In contrast, under open-system dynamics (red), we indeed find that the average operator size eventually crosses over to sub-ballistic growth at late times. We observe qualitatively similar results for $\alpha=0.7$. Namely, the average operator size grows consistently with a shrunk exponential at early times, and appears to plateau to a constant at late times. While we cannot firmly establish the functional form of the late time behavior in either case, the crossover from super-linear to sub-linear growth is consistent with the simple model outlined in the previous paragraph.

## OPEN-SYSTEM OPERATOR GROWTH IN FREE-FERMION INTEGRABLE SPIN CHAINS

In this section, we address operator growth in free-fermion integrable spin chains (FFISCs) with open-system dynamics (Fig. 2). Under unitary dynamics, FFISCs have been found to exhibit qualitatively different behavior of operator growth compared to chaotic spin chains [7, 21]. We will begin by showing that under unitary dynamics the size distributions of FFISCs are in fact broad $(\delta \mathcal{S} \sim \mathcal{S})$, unlike those of chaotic short-range 1D systems $(\delta \mathcal{S} \sim \sqrt{\mathcal{S}})$. We will then show that open-system dynamics eventually cause the average operator size of FFISCs to decrease in time, $\overline{\mathcal{S}} \sim 1 / t$. In contrast to our other examples, we do not expect this behavior to be universal for all local error models. For instance, errors such as spontaneous emission will destroy the free fermion integrability of the model and are thus beyond the analytic framework we introduce below. Other errors, such as dephasing, will have a substantially weaker effect owing to the particular structure of time-evolved operators in FFISCs.

For concreteness, we focus on the XX model:

$$
\begin{equation*}
H=J \sum_{i=-\infty}^{\infty}\left(X_{i} X_{i+1}+Y_{i} Y_{i+1}\right)=J \sum_{i=-\infty}^{\infty}\left(r_{i} \ell_{i+1}+\ell_{i} r_{i+1}\right) \tag{38}
\end{equation*}
$$

We expect the physics of other free-fermion integrable models to be similar. On the right side, we re-write the Pauli matrices, $X$ and $Y$, in terms of raising and lowering operators, $X_{i}=r_{i}+\ell_{i}, Y_{i}=i\left(r_{i}-\ell_{i}\right)$. We can solve this

Hamiltonian by defining fermion operators via the Jordan-Wigner transform:

$$
\begin{align*}
r_{i} & =\left(\prod_{0 \leq j<i}\left[2 c_{j}^{\dagger} c_{j}-1\right]\right) c_{i}^{\dagger} \\
\ell_{i} & =\left(\prod_{0 \leq j<i}\left[2 c_{j}^{\dagger} c_{j}-1\right]\right) c_{i}  \tag{39}\\
Z_{i} & =2 c_{i}^{\dagger} c_{i}-1
\end{align*}
$$

The Hamiltonian becomes:

$$
\begin{equation*}
H=J \sum_{i=-\infty}^{\infty}\left(c_{i}^{\dagger} c_{i+1}+c_{i} c_{i+1}^{\dagger}\right) \tag{40}
\end{equation*}
$$

corresponding to hopping on a one-dimensional chain of free fermions.
Operator growth under unitary dynamics.-The Jordan-Wigner transformation allows us to exactly solve for the time-evolution of operators that map to local fermion bilinears. We focus on one such example: the fermion number operator, $Z_{0}=2 c_{0}^{\dagger} c_{0}-1$ (taken to lie at site $i=0$ ). Under unitary dynamics, the Heisenberg equation is:

$$
\begin{equation*}
\partial_{t} Z_{0}(t)=i\left[Z_{0}(t), H\right] \tag{41}
\end{equation*}
$$

Note that repeated commutations $Z_{0}$ with the Hamiltonian give rise to operators exclusively of the form $r_{x} Z_{x+1} \ldots Z_{x^{\prime}-1} \ell_{x^{\prime}}$, for $x^{\prime} \geq x$, and $\ell_{x^{\prime}} Z_{x^{\prime}+1} \ldots Z_{x-1} r_{x}$, for $x \geq x^{\prime}$. In the fermion picture, these correspond to bilinears, $c_{x}^{\dagger} c_{x^{\prime}}$. Making this explicit, we define the Pauli strings,

$$
S_{x, x^{\prime}} \equiv c_{x}^{\dagger} c_{x^{\prime}}= \begin{cases}-r_{x} Z_{x+1} \ldots Z_{x^{\prime}-1} \ell_{x^{\prime}} & x<x^{\prime}  \tag{42}\\ +r_{x} M_{x} & x=x^{\prime} \\ -\ell_{x^{\prime}} Z_{x^{\prime}+1} \ldots Z_{x-1} r_{x} & x>x^{\prime}\end{cases}
$$

We can decompose the time-evolved operator as a sum of such strings,

$$
\begin{equation*}
Z_{0}(t)=2 \sum_{x, x^{\prime}} a_{x, x^{\prime}}(t)\left(S_{x, x^{\prime}}-\delta_{x, x} \mathbb{1} / 2\right) \tag{43}
\end{equation*}
$$

with coefficients $a_{x, x^{\prime}}(t)$. Note that the identity factors guarantee that $\operatorname{tr}\left(Z_{0}(t)\right)=0$. The Heisenberg equation becomes:

$$
\begin{align*}
\sum_{x, x^{\prime}} \partial_{t} a_{x, x^{\prime}}(t)\left(S_{x, x^{\prime}}-\delta_{x, x} \mathbb{1} / 2\right) & =i \sum_{x, x^{\prime}} a_{x, x^{\prime}}(t)\left[S_{x, x^{\prime}}, H\right] \\
& =i J \sum_{x, x^{\prime}} a_{x, x^{\prime}}(t)\left[S_{x-1, x^{\prime}}+S_{x+1, x^{\prime}}-S_{x, x^{\prime}-1}-S_{x, x^{\prime}+1}\right] \tag{44}
\end{align*}
$$

which gives the following time-evolution for the coefficients, $a_{x, x^{\prime}}(t)$ :

$$
\begin{equation*}
\partial_{t} a_{x, x^{\prime}}(t)=i J\left[a_{x-1, x^{\prime}}(t)+a_{x+1, x^{\prime}}(t)-a_{x, x^{\prime}-1}(t)-a_{x, x^{\prime}+1}(t)\right] \tag{45}
\end{equation*}
$$

This is the equation of motion for two (decoupled) free fermions, indexed by $x$ and $x^{\prime}$ respectively. It can be solved exactly via Fourier transform.
We now present the solution to this equation in the continuum limit, $a_{x, x^{\prime}}(t) \rightarrow a\left(x, x^{\prime} ; t\right)$. This limit neglects lattice-scale fluctuations in the coefficients $a_{x, x^{\prime}}(t)$, but we expect it to broadly capture the operators size distribution in the bulk of the light cone (see Ref. [21] for a full treatment of unitary operator growth without the continuum approximation). The Heisenberg equation becomes:

$$
\begin{equation*}
-i \partial_{t} a\left(x, x^{\prime} ; t\right)=J \partial_{x}^{2} a\left(x, x^{\prime} ; t\right)-J \partial_{x^{\prime}}^{2} a\left(x, x^{\prime} ; t\right) \tag{46}
\end{equation*}
$$

We can solve this via a Fourier transform with the initial condition, $a\left(x, x^{\prime} ; 0\right)=\delta(x) \delta\left(x^{\prime}\right)$ :

$$
\begin{align*}
a\left(x, x^{\prime} ; t\right) & =\frac{1}{(2 \pi)^{2}} \int d k \int d k^{\prime} e^{-i k x} e^{-i k^{\prime} x^{\prime}} e^{-i J k^{2} t} e^{i J k^{\prime 2} t}  \tag{47}\\
& =\frac{1}{(2 \pi) 2 J t} e^{-i x^{2} / 4 J t} e^{i x^{\prime 2} / 4 J t}
\end{align*}
$$

The solution has non-zero support at every site at any non-zero time, which is clearly unphysical. We can rectify this by smoothing the wavefunction over an initial Gaussian wavepacket of width $\sim 1$ (i.e. the lattice spacing):

$$
\begin{align*}
a_{s}\left(x, x^{\prime} ; t\right) & =\frac{1}{\sqrt{2 \pi}} \int d y \int d y^{\prime} \exp \left(-\frac{(x-y)^{2}}{2}-\frac{\left(x^{\prime}-y^{\prime}\right)^{2}}{2}\right) a\left(y, y^{\prime} ; t\right) \\
& =\frac{1}{\sqrt{2 \pi}} \frac{1}{(2 \pi) 2 J t} \int d y \int d y^{\prime} \exp \left(-\frac{(x-y)^{2}}{2}-i \frac{y^{2}}{4 J t}-\frac{\left(x^{\prime}-y^{\prime}\right)^{2}}{2}+i \frac{y^{\prime 2}}{4 J t}\right) \\
& =\frac{1}{\sqrt{2 \pi}} \frac{1}{(2 \pi) 2 J t} \int d y \int d y^{\prime} \exp \left(-\frac{y^{2}(1+i / 2 J t)}{2}-y x-\frac{x^{2}}{2}-\frac{y^{\prime 2}(1-i / 2 J t)}{2}-y^{\prime} x^{\prime}-\frac{x^{\prime 2}}{2}\right)  \tag{48}\\
& =\frac{1}{\sqrt{2 \pi} 2 J t \sqrt{(1+i / 2 J t)(1-i / 2 J t)}} \exp \left(-\frac{x^{2}}{2}\left[1-\frac{1}{1+i / 2 J t}\right]-\frac{x^{\prime 2}}{2}\left[1-\frac{1}{1-i / 2 J t}\right]\right) \\
& =\frac{1}{\sqrt{2 \pi} \sqrt{(2 J t)^{2}+1}} \exp \left(-\frac{x^{2}}{2(1-i 2 J t)}\right) \exp \left(-\frac{x^{\prime 2}}{2(1+i 2 J t)}\right)
\end{align*}
$$

This gives a normalized probability distribution for $x, x^{\prime}$,

$$
\begin{align*}
\left|a_{s}\left(x, x^{\prime} ; t\right)\right|^{2} & =\frac{1}{2 \pi\left[(2 J t)^{2}+1\right]} \exp \left(-\frac{x^{2}}{2(1-i 2 J t)}-\frac{x^{2}}{2(1+i 2 J t)}\right) \exp \left(-\frac{x^{\prime 2}}{2(1+i 2 J t)}-\frac{x^{\prime 2}}{2(1-i 2 J t)}\right) \\
& =\frac{1}{2 \pi\left[(2 J t)^{2}+1\right]} \exp \left(-\frac{x^{2} / 2}{1+(2 J t)^{2}}\right) \exp \left(-\frac{x^{\prime 2} / 2}{1+(2 J t)^{2}}\right)  \tag{49}\\
& \approx \frac{1}{2 \pi(2 J t)^{2}} \exp \left(-\frac{1}{2}(x / 2 J t)^{2}\right) \exp \left(-\frac{1}{2}\left(x^{\prime} / 2 J t\right)^{2}\right)
\end{align*}
$$

corresponding to a Gaussian centered about $x=x^{\prime}=0$, with a ballistically growing width, $2 J t$.
To compute the operator size distribution, note that the size superoperator acts on each string, $S_{x, x^{\prime}}$, as:

$$
\begin{equation*}
\mathcal{S}\left\{S_{x, x^{\prime}}\right\}=\left(\left|x-x^{\prime}\right|+1\right) S_{x, x^{\prime}}-\frac{1}{2} \mathbb{1} \delta_{x, x^{\prime}} \tag{50}
\end{equation*}
$$

This implies that $S_{x, x^{\prime}}-\frac{1}{2} \mathbb{1} \delta_{x, x^{\prime}}$ is a size eigenstate with size $\left(\left|x-x^{\prime}\right|+1\right)$. The size distribution of $Z_{0}(t)$ is therefore:

$$
\begin{equation*}
P(\mathcal{S})=\sum_{\left\{x, x^{\prime}:\left|x-x^{\prime}\right|+1=\mathcal{S}\right\}}\left|a_{x, x^{\prime}}(t)\right|^{2} \approx \int d x\left(\left|a_{s}(x, x+\mathcal{S}-1 ; t)\right|^{2}+\left|a_{s}(x, x-\mathcal{S}+1 ; t)\right|^{2}\right) \tag{51}
\end{equation*}
$$

Changing coordinates, $\delta H=x+x^{\prime}, \delta=x-x^{\prime}$, the operator wavefunction becomes:

$$
\begin{equation*}
\left|a_{s}(\delta H, \delta ; t)\right|^{2} \approx \frac{1}{2(2 \pi)(2 J t)^{2}} \exp \left(-\frac{1}{4}(\delta H / 2 J t)^{2}\right) \exp \left(-\frac{1}{4}(\delta / 2 J t)^{2}\right) \tag{52}
\end{equation*}
$$

which gives a size distribution:

$$
\begin{align*}
P(\mathcal{S}) & \approx \int d \delta H\left|a_{s}(\delta H, \mathcal{S}-1 ; t)\right|^{2}+\left|a_{s}(\delta H,-\mathcal{S}+1 ; t)\right|^{2} \\
& =\frac{1}{2 \sqrt{\pi} J t} \exp \left(-\frac{1}{4}\left(\frac{\mathcal{S}-1}{2 J t}\right)^{2}\right)  \tag{53}\\
& \approx \frac{1}{2 \sqrt{\pi} J t} \exp \left(-\frac{1}{4}\left(\frac{\mathcal{S}}{2 J t}\right)^{2}\right)
\end{align*}
$$



FIG. 2. Operator growth in free-fermion integrable spin chains with isotropic single-qubit decoherence [Eq. (58]]. (a) The average operator size increases linearly at early times, and before inverting to decay towards one at a time-scale set by the error rate, $\varepsilon$. The Loschmidt echo fidelity (i.e. the operator normalization) displays non-concave behavior as a result of this reverse in operator growth. (b) The probability distribution, $a_{x, x^{\prime}}(t)$, for the location of the endpoints, $x, x^{\prime}$, of a time-evolved operators' Pauli strings under unitary dynamics. Each endpoint spreads ballistically in either direction, and the interior of the distribution is approximately uniform. (c) The same probability distribution under open-system dynamics with $\varepsilon=0.003$. The small-size components (which lie along the diagonal, $x \approx x^{\prime}$ ) are nearly unaffected by error, while large-size components (which lie highly off-diagonal) are strongly damped. Note that the time of the final image, $t=45$, occurs shortly before the first kink appearing in (a).

The size distribution is the positive half of a Gaussian with mean zero and width $2 \sqrt{2} J t$. The average size thus grows ballistically,

$$
\begin{equation*}
\mathcal{S} \approx \frac{4 J t}{\sqrt{\pi}} \tag{54}
\end{equation*}
$$

and the size width likewise,

$$
\begin{equation*}
\delta \mathcal{S} \approx 2 \sqrt{2} \sqrt{1-2 / \pi} J t \tag{55}
\end{equation*}
$$

This is in sharp contrast with chaotic spin chains, which exhibit diffusive growth of the size width, $\delta \mathcal{S} \sim \sqrt{\mathcal{S}}$.
Operator growth under open-system dynamics.-We now turn to the effect of open-system dynamics on operator growth. For simplicity, we study isotropic decoherence on each qubit, in which case the latter portion of the Lindbladian is directly given by the operator size. Again, in contrast to chaotic systems, we expect that different forms of open-system dynamics will affect FFISCs in different ways, since the large-size Pauli strings composing $\hat{Z}_{0}(t)$ contain nearly entirely Pauli- $Z$ components [Eq. 42 ]. For example, this implies that dephasing dynamics will have a nearly negligible effect on time-evolution. On the other hand, open-system dynamics such as spontaneous emission will evolve $\hat{Z}_{0}(t)$ outside the given set of strings, breaking free fermion integrability.

The Heisenberg equation becomes:

$$
\begin{equation*}
\partial_{t} Z_{0}(t)=i\left[Z_{0}(t), H\right]-\varepsilon \mathcal{S}\left\{Z_{0}(t)\right\} \tag{56}
\end{equation*}
$$

Using the expansion in Eq. 43, we have:

$$
\begin{align*}
\sum_{x, x^{\prime}} \partial_{t} a_{x, x^{\prime}}(t) & \left(S_{x, x^{\prime}}-\delta_{x, x} \mathbb{1} / 2\right)=\sum_{x, x^{\prime}} a_{x, x^{\prime}}(t)\left(i\left[S_{x, x^{\prime}}, H\right]-\varepsilon \mathcal{S}\left\{S_{x, x^{\prime}}\right\}\right) \\
& =\sum_{x, x^{\prime}} a_{x, x^{\prime}}(t)\left(i J\left[S_{x-1, x^{\prime}}+S_{x+1, x^{\prime}}-S_{x, x^{\prime}-1}-S_{x, x^{\prime}+1}\right]-\varepsilon\left(\left|x-x^{\prime}\right|+1\right)\left(S_{x, x^{\prime}}-\delta_{x, x} \mathbb{1} / 2\right)\right) \tag{57}
\end{align*}
$$

which gives the following time-evolution for the Pauli string coefficients:

$$
\begin{equation*}
\partial_{t} a_{x, x^{\prime}}(t)=i J\left[a_{x-1, x^{\prime}}(t)+a_{x+1, x^{\prime}}(t)-a_{x, x^{\prime}-1}(t)-a_{x, x^{\prime}+1}(t)\right]-\varepsilon\left(\left|x-x^{\prime}\right|+1\right) a_{x, x^{\prime}}(t) \tag{58}
\end{equation*}
$$

Note that the coordinates, $x$ and $x^{\prime}$, are now coupled by the Lindbladian, since the error is proportional the absolute value of the separation between the two coordinates (i.e. the size).

To approximately solve this equation, first recall that in the fermion picture for unitary time-evolution, the growth of $Z_{0}(t)$ corresponds a fermionic creation and annihilation operator each dispersing independently. At large times, $t \gg 1 / J$, each momentum-component of each fermion will propagate independently of all other momenta (formally, this corresponds to a saddle point approximation when solving Eq. (44) via a Fourier transform, see Ref. [21). For a given momentum $k$, the group velocity, $v(k)=\partial_{k} \epsilon(k)$, is determined by the dispersion relation, $\epsilon(k)$, of the Hamiltonian (for the XX model, we have $\epsilon(k)=2 J \cos (k) \approx 2 J+J k^{2}$ in the continuum limit). Turning to Lindbladian time-evolution, we now consider a pair of momenta, $k, k^{\prime}$, for the creation and annihilation operator respectively. The size of the Pauli strings corresponding to these momenta grows linearly in time, according to:

$$
\begin{equation*}
\mathcal{S}_{k, k^{\prime}}(t)=\left|v(k)-v\left(k^{\prime}\right)\right| t \tag{59}
\end{equation*}
$$

We therefore expect normalization of the particular pair of momenta to decay by a factor,

$$
\begin{equation*}
\sim \exp \left(-2 \varepsilon \int_{0}^{t} d t^{\prime} \mathcal{S}_{k, k^{\prime}}(t)\right)=\exp \left(-\varepsilon t \mathcal{S}_{k, k^{\prime}}(t)\right) \tag{60}
\end{equation*}
$$

Integrating over all momenta pairs gives a size distribution,

$$
\begin{equation*}
P(\mathcal{S}) \approx \frac{1}{2 \sqrt{\pi} J t} \exp \left(-\frac{1}{4}\left(\frac{\mathcal{S}}{2 J t}\right)^{2}-\varepsilon \mathcal{S} t\right) \tag{61}
\end{equation*}
$$

We expect this treatment to hold when $\varepsilon / J \ll 1$, which guarantees that the effect of error, $\sim \varepsilon J t^{2}$, will be negligible until sufficiently large times $(t \gg 1 / J)$ that our approximation holds.

The normalization of the operator size distribution is:

$$
\begin{equation*}
\mathcal{N}=\int_{0}^{\infty} d \mathcal{S} P(\mathcal{S})=\exp \left(4 J^{2} \varepsilon^{2} t^{4}\right) \cdot \operatorname{erfc}\left(2 J \varepsilon t^{2}\right) \tag{62}
\end{equation*}
$$

where the complementary error function is defined as, $\operatorname{erfc}(x) \equiv(2 / \sqrt{\pi}) \int_{x}^{\infty} e^{-x^{2}}$. The average size can also be computed exactly in terms of the error function, although we do not express it here. At late times $\left(J \varepsilon t^{2} \gg 1\right)$, the size distribution asymptotes to,

$$
\begin{equation*}
P(\mathcal{S}) \rightarrow \frac{1}{2 \sqrt{\pi} J t} \exp (-\varepsilon \mathcal{S} t) \tag{63}
\end{equation*}
$$

which gives an algebraic decay for the normalization,

$$
\begin{equation*}
\mathcal{N} \rightarrow \frac{1}{2 \sqrt{\pi} J \varepsilon t^{2}} \tag{64}
\end{equation*}
$$

This can be derived from Eq. 62 using the approximation, $\operatorname{erfc}(x) \approx e^{-x^{2}} /(\sqrt{\pi} x)$, for the complementary error function at large $x$. This normalization decay implies a $\sim 1 / t$ decay of the average operator size,

$$
\begin{equation*}
\mathcal{S}=\frac{-\partial_{t} \log (\mathcal{N})}{2 \varepsilon} \rightarrow \frac{1}{\varepsilon t} \tag{65}
\end{equation*}
$$

as quoted in Table 1 of the main text.
To explore open-system operator growth in FFISCs outside the continuum limit, we numerically solve Eq. (58) for $N=200$ with open boundary conditions. As shown in Fig. 2, we observe that the average operator size indeed increases linearly at early times and decays towards its minimal value, one, at late times. We also observe "kinks" in the time profile of the average operator size. By analyzing the full Pauli string distribution (Fig. 22 ), $a_{x, x^{\prime}}(t)$, we see that these kinks occur precisely when fermion operators reflect off the boundary of the finite-size system.

## NUMERICAL SIMULATION DETAILS

In this section we provide details on the numerical simulations presented in Figs. 2, 3 of the main text and Figs. 1.2 of the supplemental material.

Haar-random unitary circuits.-We begin with the random unitary circuit (RUC) simulations presented in Fig. 2 of the main text and Fig. 1 of the supplemental material. Haar-random unitary circuits are toy models for operator spreading, in which averages of quantities that contain two or fewer copies of a time-evolved operator are efficiently simulable by averaging instead over Clifford-random unitaries [20, 22 24 . Note that the generating function for the size distribution (Fig. 4 of the main text) contains two copies of $\hat{M}(t)$ can thus be efficiently simulated. The zeroth and first moments of the size distribution provide the Loschmidt echo fidelity and the average operator size. The RUC formalism can be also adapted to incorporate open-system operator spreading [4]. Below, we do so for the specific error model in Eq. (4) of the main text. As discussed earlier in the supplemental material, this model exactly captures the effect of single-qubit Pauli errors, and also applies to leading order in the error rate for arbitrary single-qubit errors (assuming in both cases that errors occur at the same rate at each qubit, although the model is easily modified if this is not the case).

We consider three RUC models: (i) 1D short-range interacting [20, (ii) 1D long-range interacting [16, 17], and (iii) 0D all-to-all interacting [14]. In each model, a single time step, $\delta t$, consists of choosing a pair of qubits and acting on this pair with a Haar-random unitary, and applying the global quantum channel, $\exp (-\varepsilon \mathcal{S} \delta t)$. A unit of physical time consists of $N$ iterations of this procedure, so that each qubit is acted on by two unitaries per unit time, on average. The pairs are chosen as follows: (i) in the short-range 1D RUC, a qubit $j$ is sampled randomly and paired with its nearest neighbor, $j+1$, (ii) in the long-range 1D RUC, a pair of qubits $i$ and $j$ are sampled according to a power law distribution in their distance, $\sim 1 /|i-j|^{2 \alpha}$ [16, 17 , and (iii) in the 0D RUC, pairs are sampled entirely randomly. In cases (i) and (ii) we take periodic boundary conditions.

We simulate the average generating function of the operator size distribution by tracking the Clifford timeevolution of a local Pauli operator of interest, and sampling over realizations of Clifford-random unitaries [20, 24]. In each Clifford realization, $\mathcal{C}$, the time-evolved operator, $\hat{M}_{\mathcal{C}}(t)$, has a well-defined size at every time step (since Pauli operators are eigenstates of the size superoperator). Under open-system dynamics, the individual Pauli operator $\hat{M}_{\mathcal{C}}(t)$ thus evolves exactly as:

$$
\begin{equation*}
\hat{M}_{\mathcal{C}}(t)=\exp \left(-\varepsilon \int_{0}^{t} d t^{\prime} \mathcal{S}_{\mathcal{C}}\left(t^{\prime}\right)\right) \cdot \hat{M}_{\mathcal{C}, U}(t) \tag{66}
\end{equation*}
$$

Here, $\hat{M}_{\mathcal{C}, U}(t)$ represents the operator time-evolved by Clifford unitaries under unitary dynamics (i.e. $\varepsilon=0$ ), and $\mathcal{S}_{\mathcal{C}}\left(t^{\prime}\right)$ is the size of this operator at time $t^{\prime}$. The average generating function of the size distribution over Haar-random realizations, $\mathcal{U}$, is therefore equal to:

$$
\begin{equation*}
G_{\mathcal{S}}(\mu)=\frac{1}{N_{\mathcal{C}}} \sum_{\mathcal{C}}\left\langle\hat{M}_{\mathcal{C}}(t) e^{-\mu \mathcal{S}}\left\{\hat{M}_{\mathcal{C}}(t)\right\}\right\rangle=\frac{1}{N_{\mathcal{C}}} \sum_{\mathcal{C}} \mathcal{N}_{\mathcal{C}}(t) e^{-\mu \mathcal{S}_{\mathcal{C}}(t)} \tag{67}
\end{equation*}
$$

where we denote the normalization of a single Clifford realization as:

$$
\begin{equation*}
\mathcal{N}_{\mathcal{C}}(t)=\exp \left(-2 \varepsilon \int_{0}^{t} d t^{\prime} \mathcal{S}_{\mathcal{C}}\left(t^{\prime}\right)\right) \tag{68}
\end{equation*}
$$

The average generating function is a sum of the generating functions over each Clifford realization (i.e. the simple exponentials $\left.e^{-\mu \mathcal{S}_{\mathcal{C}}(t)}\right)$, weighted by its normalization, $\mathcal{N}_{\mathcal{C}}(t)$. From Eq. 67 , we obtain the average Loschmidt echo fidelity,

$$
\begin{equation*}
\mathcal{N}_{t}=\frac{1}{N_{\mathcal{C}}} \sum_{\mathcal{C}} \mathcal{N}_{\mathcal{C}}(t) \tag{69}
\end{equation*}
$$

and the moments of the size distribution,

$$
\begin{equation*}
\overline{\mathcal{S}^{n}}=\frac{\frac{1}{N_{\mathcal{C}}} \sum_{\mathcal{C}} \mathcal{N}_{\mathcal{C}}(t)\left(\mathcal{S}^{\mathcal{C}}(t)\right)^{n}}{\mathcal{N}_{t}} \tag{70}
\end{equation*}
$$

In Fig. 2 of the main text, we plot our phenomenological predictions as dashed lines in addition to data from numerical simulations. For Fig. 2(a) [i.e. model (i)], the dashed curve is given by $\overline{\mathcal{S}}=2 v_{B} t-\varepsilon c t^{2} / 2$, with the butterfly velocity, $v_{B}=(3 / 5)(3 / 4)=9 / 20$, set by theory [20], and the size width parameter, $c=1.14$, fit to the average operator size data via linear regression. For Fig. 2(b) [i.e. model (iii)], the dashed curve is given by $\overline{\mathcal{S}}=\frac{e^{\lambda t}}{1+e^{\lambda t} / \mathcal{S}_{p}}$, with the value of the plateau size, $\mathcal{S}_{p}=\frac{\lambda}{b^{2} \varepsilon+4 \lambda / 3 N}$, and the Lyapunov exponent, $\lambda=2(3 / 5)=6 / 5$, are set by theory, and the size width parameter, $b=1.00$, is fit to the average operator size via linear regression. This is the solution to the phenomenological size growth equation, $\partial_{t} \overline{\mathcal{S}}=\lambda \overline{\mathcal{S}}-\left(\varepsilon b^{2}+\frac{4 \lambda}{3 N}\right) \overline{\mathcal{S}}^{2}$, obtained from the equation in the main text by setting $\delta \mathcal{S}=b \mathcal{S}$ and including a $1 / N$ correction to ensure that under unitary dynamics the average operator size saturates to the late time value, $3 N / 4$.

Hamiltonian dynamics.-In Fig. 3 of the main text, we compute the OTOCs of local operators in the scenario in which forwards and backwards time-evolution are both performed unitarily, but under unequal Hamiltonians. Specifically, we consider the following spin chain Hamiltonians:

$$
\begin{equation*}
\hat{H}_{1}=\hat{H}-\frac{\eta}{2} \delta \hat{H}, \quad \hat{H}_{2}=\hat{H}+\frac{\eta}{2} \delta \hat{H} \tag{71}
\end{equation*}
$$

Here, the Hamiltonian $\hat{H}$ is given by:

$$
\begin{equation*}
\hat{H}=\sum_{i=1}^{N} h_{z} \hat{Z}_{i}+\sum_{i=1}^{N-1}\left(J_{x} \hat{X}_{i} \hat{X}_{i+1}+J_{y} \hat{Y}_{i} \hat{Y}_{i+1}+J_{z} \hat{Z}_{i} \hat{Z}_{i+1}\right)+\sum_{i=1}^{N-2}\left(J_{x}^{\prime} \hat{X}_{i} \hat{X}_{i+2}+J_{y}^{\prime} \hat{Y}_{i} \hat{Y}_{i+2}+J_{z}^{\prime} \hat{Z}_{i} \hat{Z}_{i+2}\right) \tag{72}
\end{equation*}
$$

which consists of single-site fields, $h_{z}=0.4$, strong nearest-neighbor interactions, $J_{x}=0.6, J_{y}=-0.8, J_{z}=1.1$, and weak next-nearest-neighbor interactions, $J_{x}^{\prime}=-0.3, J_{y}^{\prime}=0.3, J_{z}^{\prime}=0.15$. Here, we choose "generic" values for the interaction strengths in order to avoid behavior associated with closeness to integrable points (for example, the Heisenberg point at $J_{\alpha}=J, J_{\alpha}^{\prime}=0$ ). We do not otherwise expect our results to depend on the specific values chosen. The perturbing Hamiltonian,

$$
\begin{equation*}
\eta \delta \hat{H}=\sum_{i}\left(h_{x, i} \hat{X}_{i}+h_{y, i} \hat{Y}_{i}\right) \tag{73}
\end{equation*}
$$

consists of disordered single-site fields in the perpendicular directions, with each magnitude drawn randomly from the interval $[-\eta, \eta]$ with $\eta=0.4$. This choice of Hamiltonians possesses one special feature, namely that the perturbing Hamiltonian has zero overlap with all powers of the average Hamiltonian, $\operatorname{tr}\left(\delta \hat{H} \hat{H}^{m}\right)=0$ for all $m$. As discussed earlier in the supplemental material, we expect errors with non-zero overlap to contribute subleading corrections (suppressed by powers of $\sim 1 / t$ ) to our picture of operator spreading.

We numerically compute the Loschmidt echo fidelity,

$$
\begin{equation*}
\mathcal{N}(t)=\left\langle e^{-i H_{1} t} \hat{M} e^{i H_{1} t} e^{-i H_{2} t} \hat{M} e^{i H_{2} t}\right\rangle, \tag{74}
\end{equation*}
$$

and the OTOCs,

$$
\begin{equation*}
C\left(t ; \hat{P}_{i}\right)=\left\langle e^{-i H_{1} t} \hat{M} e^{i H_{1} t} \hat{P}_{i} e^{-i H_{2} t} \hat{M} e^{i H_{2} t} \hat{P}_{i}\right\rangle \tag{75}
\end{equation*}
$$

of the above Hamiltonians via Krylov-subspace methods for $N=12$ and $10^{4}$ disorder realizations. Note that Loschmidt echo fidelity, $\mathcal{N}(t)$, is not guaranteed to be positive in this scenario (although we expect it to be in the many-body limit). Indeed, at late times where $\mathcal{N}(t)$ is expected to be exponentially small, we observe that the value of $\mathcal{N}(t)$ for individual disorder realizations may take small negative values. We find that the average of $\mathcal{N}(t)$ over disorder realizations is significantly more stable and remains positive for all times considered.

In Fig. 3 of the main text, we plot the average of the OTOC over both disorder realizations and the set of single-qubit Pauli operators, $\hat{P}_{i} \in\left\{\mathbb{1}_{i}, X_{i}, Y_{i}, Z_{i}\right\}$, divided by the average Loschmidt echo fidelity over disorder realizations. We comment that, if the experiments we wish to model contain only a single realization of the perturbing Hamiltonian, it would be more appropriate to divide the OTOC by the Loschmidt echo fidelity before averaging over disorder realizations. However, we find that this leads to numerical instabilities at the small system sizes we consider. In Fig. 3(a) we take the initial operator $\hat{M}=\hat{X}_{0}$, which does not overlap the Hamiltonian, while in Fig. 3(b) we take the initial operator $\hat{M}=\hat{Z}_{0}$, which has non-zero overlap.

Free fermions integrable spin chains.-Time-evolution for Fig. 2 is performed by exactly solving Eq. (58) via matrix exponentiation, with open boundary condition for $J=1$ and $N=200$.
[1] J. Li, R. Fan, H. Wang, B. Ye, B. Zeng, H. Zhai, X. Peng, and J. Du, Physical Review X 7, 031011 (2017).
[2] M. Gärttner, J. G. Bohnet, A. Safavi-Naini, M. L. Wall, J. J. Bollinger, and A. M. Rey, Nature Physics 13, 781 (2017).
[3] Y.-L. Zhang, Y. Huang, X. Chen, et al., Physical Review B 99, 014303 (2019).
[4] X. Mi, P. Roushan, C. Quintana, S. Mandra, J. Marshall, C. Neill, F. Arute, K. Arya, J. Atalaya, R. Babbush, et al., arXiv preprint arXiv:2101.08870 (2021).
[5] C. M. Sánchez, A. K. Chattah, K. X. Wei, L. Buljubasich, P. Cappellaro, and H. M. Pastawski, Physical Review Letters 124, 030601 (2020).
[6] F. D. Domínguez, M. C. Rodríguez, R. Kaiser, D. Suter, and G. A. Álvarez, Physical Review A 104, 012402 (2021).
[7] X.-L. Qi, E. J. Davis, A. Periwal, and M. Schleier-Smith, arXiv preprint arXiv:1906.00524 (2019).
[8] B. Vermersch, A. Elben, L. M. Sieberer, N. Y. Yao, and P. Zoller, Physical Review X 9, 021061 (2019).
[9] J. Cotler, T. Schuster, and M. Mohseni, arXiv preprint arXiv:2208.02256 (2022).
[10] B. Yoshida and A. Kitaev, arXiv preprint arXiv:1710.03363 (2017).
[11] B. Yoshida and N. Y. Yao, Physical Review X 9, 011006 (2019).
[12] K. A. Landsman, C. Figgatt, T. Schuster, N. M. Linke, B. Yoshida, N. Y. Yao, and C. Monroe, Nature 567, 61 (2019).
[13] M. S. Blok, V. V. Ramasesh, T. Schuster, K. O’Brien, J.-M. Kreikebaum, D. Dahlen, A. Morvan, B. Yoshida, N. Y. Yao, and I. Siddiqi, Physical Review X 11, 021010 (2021).
[14] T. Schuster, B. Kobrin, P. Gao, I. Cong, E. T. Khabiboulline, N. M. Linke, M. D. Lukin, C. Monroe, B. Yoshida, and N. Y. Yao, Physical Review X 12, 031013 (2022).
[15] D. A. Roberts and B. Yoshida, Journal of High Energy Physics 2017, 1 (2017).
[16] X. Chen and T. Zhou, Physical Review B 100, 064305 (2019).
[17] T. Zhou, S. Xu, X. Chen, A. Guo, and B. Swingle, Physical Review Letters 124, 180601 (2020).
[18] O. Hallatschek and D. S. Fisher, Proceedings of the National Academy of Sciences 111, E4911 (2014).
[19] S. Chatterjee and P. S. Dey, Communications on Pure and Applied Mathematics 69, 203 (2016).
[20] A. Nahum, S. Vijay, and J. Haah, Physical Review X 8, 021014 (2018).
[21] S. Xu and B. Swingle, Nature Physics 16, 199 (2020).
[22] D. Gottesman, arXiv preprint quant-ph/9807006 (1998).
[23] C. Dankert, R. Cleve, J. Emerson, and E. Livine, Physical Review A 80, 012304 (2009).
[24] A. Nahum, J. Ruhman, S. Vijay, and J. Haah, Physical Review X 7, 031016 (2017).

