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Functional modules for visual scene segmentation in macaque 
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Segmentation, the computation of object boundaries, is one of the most important 
steps in intermediate visual processing. Previous studies have reported cells across 
visual cortex that are modulated by segmentation features, but the functional role of 
these cells remains unclear. First, it is unclear whether these cells encode segmentation 
consistently since most studies used only a limited variety of stimulus types. Second, 
it is unclear whether these cells are organized into specialized modules or instead 
randomly scattered across the visual cortex: the former would lend credence to a 
functional role for putative segmentation cells. Here, we used fMRI- guided electro-
physiology to systematically characterize the consistency and spatial organization of 
segmentation- encoding cells across the visual cortex. Using fMRI, we identified a set 
of patches in V2, V3, V3A, V4, and V4A that were more active for stimuli containing 
figures compared to ground, regardless of whether figures were defined by texture, 
motion, luminance, or disparity. We targeted these patches for single- unit recordings 
and found that cells inside segmentation patches were tuned to both figure- ground 
and borders more consistently across types of stimuli than cells in the visual cortex 
outside the patches. Remarkably, we found clusters of cells inside segmentation patches 
that showed the same border- ownership preference across all stimulus types. Finally, 
using a population decoding approach, we found that segmentation could be decoded 
with higher accuracy from segmentation patches than from either color- selective or 
control regions. Overall, our results suggest that segmentation signals are preferentially 
encoded in spatially discrete patches.

segmentation | border ownership | modularity | figure- ground

Segmentation is believed to be a crucial step in visual processing that allows a visual system 
to distinguish which regions of a visual scene belong to the background, which regions 
belong to different objects, and where the borders are that constrain the regions of these 
objects. Previous studies suggest that the brain uses a diversity of cues, including lumi-
nance, texture, disparity, and motion, to segregate objects from the background (1–4).

Several major candidates for segmentation signals have been identified in visual cortex, 
including figure- ground encoding cells that respond more strongly to a figure in the 
receptive field than to background (3–5), cells that encode curvature (6, 7), cells that 
encode kinetic boundaries for motion- defined figures (8–10), and so- called 
border- ownership cells that respond more strongly if a border in the receptive field 
belongs to an object on one specific side of it (2). To date, these various types of 
segmentation- encoding cells have been recorded in random locations of macaque visual 
areas V1, V2, V3, and V4. However, a recent study suggests that at least border- ownership 
cells may be clustered within V4 (11). The general functional organization of 
segmentation- encoding cells is thus a question of great interest. Moreover, since in the 
studies above only a limited number of stimulus types were presented, it is unclear 
whether cells exist that encode figure- ground or border ownership consistently, invariant 
to whether the segmentation is defined by luminance, texture, motion, disparity, or 
higher- level cues. Indeed, one study found that putative border- ownership cells recorded 
from random locations in V2 and V3 do not encode border ownership consistently when 
presented with a larger battery of artificial and natural stimuli (12). However, this result 
leaves open the possibility that consistent cells can be found when recording from 
appropriate functional modules.

Computational studies have shown that neural network models for object recognition 
can benefit from separating representations of object appearance and object contours 
(13–16). These findings hint at the possibility that visual cortex may exploit this modular 
organization, with some parts of visual cortex specialized for extracting texture, and other 
parts specialized for computing the segmentation of a visual scene. A vast amount of 
literature has reported modularity in retinotopic cortex for different simple features, such 
as color in thin stripes and motion/disparity in thick stripes (17). In contrast, here, we 
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investigate modularity for a higher- level computational function, 
segmentation of a visual scene, rather than low- level features.

We used functional magnetic resonance imaging (fMRI)- guided 
electrophysiology to investigate whether visual cortex has a 
functional organization for segmentation, such that certain regions 
harbor a higher density of segmentation- encoding cells. Using 
fMRI, we found specific patches within V2, V3, V3A, V4, and 
V4A (18) that were preferentially activated by figures versus back-
ground; moreover, activation was consistent across four different 
cues (texture, luminance, motion, and disparity). When we tar-
geted a subset of these activations for electrophysiology, we found 
a higher percentage of cells modulated by figure vs. ground than 
in control regions. Moreover, figure/ground and border ownership 
could be decoded with significantly higher accuracy from popu-
lations of neurons in these regions than in control regions. Finally, 
we found clustering of border- ownership cells that were consistent 
across all modalities within a segmentation patch in area V3.

The findings described in the present study suggest that visual 
cortex possesses discrete modules spanning mid- level visual areas 
V2, V3, V3A, V4, and V4A for segmenting visual scenes. These 
segmentation modules are functionally distinct from both 
color- selective regions and other neighboring regions in that they 
harbor cells that encode border- ownership invariant to cue and 
allow accurate decoding of the segmentation of a visual scene. The 
existence of an architecture for segmentation spanning multiple 
areas across retinotopic cortex may make future studies on mech-
anisms of segmentation more tractable.

Results

To search for segmentation- selective modules, we compared fMRI 
activation to stimuli containing figures on a background with 
activation to corresponding control stimuli containing only back-
ground. The figures and their respective backgrounds were created 
using four modalities (texture, luminance, motion, or disparity) 
(Fig. 1). This resulted in eight types of stimuli (four modalities × 
figure/background). For texture, stimuli consisted of lines of a 
given orientation at random positions; lines within the figure had 
a different orientation than in the background. For luminance, 
figure and background were defined by simple black- and- white 
contrast. For motion, dots at random positions moved in one 
direction for the figures and in the opposite direction for the 
background. For disparity, random dots were displaced in the two 
eyes to evoke the perception of disparity- defined figures on a back-
ground, compared to backgrounds with uniform disparity (19).

We performed fMRI in three monkeys (monkey A, monkey F, 
and monkey M), while each monkey passively viewed the stimuli 
described above, with each of the eight stimulus types presented in 
a separate block. For each of the four modalities, we compared 
activations when stimuli contained figures on a background versus 
only background (Fig. 1). To map area boundaries of V1, V2, V3, 
V4, and V4A, we used a standard retinotopy localizer comparing 
activations to vertical versus horizontal checkerboard wedges 
(Fig. 1A).

Comparison of activation to texture- defined figures versus back-
ground revealed multiple hotspots in areas V2, V3, V3A, V4, and 
V4A (Fig. 1B). When we compared these hotspots with those 
defined by activations to figure versus background for the other 
modalities (Fig. 1 C–E; regions of interest (ROIs) for significant 
texture- defined figure contrasts indicated by purple outlines), we 
found that activations for texture- , luminance- , motion- , and 
disparity- defined figure versus background all overlapped to a 
considerable degree. Importantly, this consistent activation of the 
same patches of visual cortex was not just due to a higher 

signal- to- noise ratio in these regions: as a control, we compared 
activations to color vs. grayscale stimuli and found activations in 
mostly nonoverlapping regions, suggesting that modules special-
ized in color processing may be separate from segmentation- related 
regions (Fig. 1F, see also Fig. 2C for quantification of overlap). 
For the remainder of this report, we will refer to these figure- ground 
activated hotspots as segmentation patches.

Since we can clearly segment objects across the visual field, a 
natural question is how retinotopy in visual areas is related to 
locations of segmentation patches. Therefore, we performed an 
experiment where we compared fMRI activations to figure versus 
background where figures were presented at specific retinotopic 
positions (SI Appendix, Fig. S1). The activations of these 
location- specific contrasts turned out to be mostly contained 
within the segmentation patches revealed by our original stimulus, 
in which figures were shown across the entire visual field. This 
shows that segmentation patches, while not occupying the entirety 
of visual cortex, can be observed across the entire visual field.

We computed average fMRI time courses inside ROIs that were 
significantly activated by texture- defined figures versus back-
ground to quantify the consistency of figure- ground activation 
across different modalities. When computing activations to texture 
stimuli inside the texture- defined ROI, to avoid circularity, we 
defined the ROI based on one half of runs and plotted activations 
based on the other half of runs. For other modalities, we incor-
porated all runs. Activations in the texture- defined ROIs turned 
out to be higher for stimuli containing figures compared to back-
ground stimuli for all modalities (Fig. 2A). This difference was 
significant ( P = 1.4 × 10−11 for texture, P = 9.8 × 10−4 for lumi-
nance, P = 9.6 × 10−4 for motion, P = 4.6 × 10−20 for disparity) 
and more pronounced than in visual cortex voxels outside of the 
ROI. For visual cortex voxels outside of the ROI, only texture and 
disparity showed a significant, albeit weaker than inside the ROI, 
preference for stimuli containing figures, whereas luminance and 
motion did not reach significance ( P = 9.6 × 10−8 for texture, 
P = 0.075 for luminance, P = 0.72 for motion, P = 3.2 × 10−13 
for disparity). Although each individual voxel outside of the ROI 
by definition did not reach the significance threshold for texture, 
after averaging across these voxels, population activity did reach 
significance for texture and disparity. This suggests that the sen-
sitivity of our method was not high enough to capture all 
figure- ground selective voxels, and some processing of segmenta-
tion may occur outside the fMRI- defined segmentation patches.

Color- selective patches containing high concentrations of 
hue- selective cells, dubbed “globs,” have been reported in area 
V4 (20). Activations to color were mostly separate from segmen-
tation patches, with the exception of a patch in V4 in a subset of 
monkeys. To quantify the overlap between different modalities 
of segmentation or color, we computed modulation indices of 
figure versus background and color versus grayscale, respectively, 
and computed correlation coefficients between modulation indi-
ces of different modalities across all voxels inside visual areas 
(Fig. 2B). Figure- ground modulation indices of different modal-
ities were positively correlated, consistent with the observed over-
lap in Fig. 1. Notably, correlations between segmentation and 
color were lower than all pairwise correlations between segmen-
tation modalities. Texture- defined modulation indices and color 
modulation indices even showed a negative correlation. Similarly, 
we computed the spatial overlap of regions that showed activation 
in Fig. 1 between pairs of different contrasts by computing the 
area of their intersection divided by the area of their union 
(Fig. 2C). This yielded the qualitatively same result that overlap 
between segmentation- activated regions, defined by different D
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Fig. 1. Patches of segmentation- related signals in visual cortex. A series of fMRI experiments were performed in three monkeys and activations were overlaid 
on patches of the left and right hemispheres of flattened brain surfaces. Rows correspond, from top to bottom, to (A) retinotopy, (B) texture figures versus 
background, (C) luminance figures versus background, (D) motion figures versus background, (E) disparity figures versus background, (F) color versus black and 
white. Color bars indicate P values of contrasts; lh: left hemisphere, rh: right hemisphere.
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modalities, was strong while there was very little overlap between 
segmentation- activated regions and color- activated regions.

We targeted a subset of segmentation patches for electrophys-
iological recordings to compare segmentation encoding by single 
cells inside versus outside these regions. We recorded cells from 
1) segmentation patches, 2) color- selective patches, and 3) control 
regions outside of either 1) or 2). During these electrophysiology 
experiments, we showed stimuli defined by texture, luminance, 
motion, or disparity, similar to the fMRI stimuli; however, in 
contrast to the latter, the stimuli during electrophysiology con-
tained only a single square (Fig. 3). For each modality, stimuli 
were presented at four locations, such that either the center (blue), 
top edge (yellow), or bottom edge (purple) of a single square was 
centered on the receptive field of a cell; as a control, we also 
showed just the background without a square (red) (Fig. 3A). For 
each stimulus, there was also a stimulus with inverted polarity, 
e.g., white square on a black background, and black square on a 
white background for luminance. Note that for disparity, the far 
square may be perceived as cutout in an occluder with nonsquare 
shape (21). For each recorded cell, stimuli were rotated to the 
preferred orientation of the cell. We recorded a total of 338 (328 
visually responsive, see Materials and Methods) cells from 

segmentation patches, 58 (47 visually responsive) cells from globs, 
and 274 (274 visually responsive) cells from control regions in 
two monkeys (monkey F and monkey M). Three example cells 
from segmentation patches, globs, and control regions, respec-
tively, illustrate the diversity in responses to the different stimuli 
(Fig. 3 B–D). The segmentation patch cell (Fig. 3B) consistently 
preferred edges over figure or background, regardless of modality, 
and for most modalities, the response to bottom edge was higher 
than to top edge. In control regions and globs, consistent responses 
like these were exceedingly rare. The example cell from a glob 
preferred luminance- defined top or bottom edges over 
luminance- defined figure or background but did not show this 
selectivity for stimuli defined by other modalities (Fig. 3C). The 
cell recorded from a control region was visually responsive but did 
not show any clear selectivity (Fig. 3D).

We next measured consistency of segmentation coding across 
modalities on a population level, specifically for coding of 1) 
figure- ground, 2) borders, and 3) border ownership. First, we com-
pared how preference for figure over background for texture- defined 
figures transferred to other modalities (Fig. 4, left column). Only 
visually responsive cells were included in this analysis ( P < 0.05 ). 
Inside segmentation patches, cells that tended to prefer texture- defined 
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Fig.  2. fMRI voxels in segmentation patches prefer figure 
over background across modalities. (A) Visual cortex voxels 
that significantly preferred texture stimuli containing figures 
compared to background stimuli (purple outlines in Fig.  1) 
were defined as a region of interest (ROI). Red and green traces 
show fMRI responses averaged across voxels inside the ROI to 
stimuli containing figures and stimuli containing background, 
respectively, defined by different modalities. Blue and yellow 
traces show fMRI responses averaged across voxels from the 
rest of visual cortex to stimuli containing figures and stimuli 
containing background, respectively. Each response was 
baseline subtracted, i.e., we subtracted the average response 
from the previous gray block. Time courses are shown across 
48 s from onset of the respective block, i.e., they also show 
the response during the subsequent gray block, which is still 
selective due to the delay of the fMRI signal. We injected MION 
as contrast agent and hence inverted the signal. Shaded areas 
are based on SEM across runs, repeated blocks, and monkeys. 
(B) Correlation maps between different modalities or color. 
Modulation indices were computed for each voxel inside visual 
areas V1- V4A for figure versus background (texture, luminance, 
motion, and disparity) and color versus grayscale, respectively 
(see Materials and Methods for details). For each pair of 
conditions, we computed correlation coefficients across voxels 
from three monkeys. Correlation coefficients r are indicated by 
color of the squares. (C) Spatial overlap of significantly activated 
ROIs for different modalities (shown in Fig.  1). For each pair 
of modalities, we quantified the spatial overlap of activated 
regions as the area of their intersection divided by the area 
of their union.
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figures over background also tended to prefer figure over background 
for luminance- defined stimuli (see Fig. 4 for correlation coefficients 
and P values). Surprisingly, for control regions and globs, this trend 
was reversed, i.e., cells that preferred figure over background for 
texture stimuli tended to prefer background over figure for 

luminance stimuli. Similarly, for motion- defined stimuli, segmen-
tation patch cells tended to show consistent figure- ground tuning 
with texture- defined stimuli, whereas glob cells did not show a sig-
nificant correlation, and control cells were inconsistent. None of the 
regions (segmentation patches, globs, or control) reached significance 
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Fig.  3. Example cells from segmentation 
patches, globs, and control regions. (A) 
Stimuli consisted of the center (blue), top edge 
(yellow), or bottom edge (purple) of a single 
square presented on the receptive field or 
just background without a square (red, stimuli 
not shown). Columns correspond to different 
modalities (texture, luminance, motion, 
and disparity) and contrast polarities where 
the quality of figure and background were 
swapped. (B) Trial- averaged responses from 
an example segmentation patch cell. X axis and 
Y axis correspond to time aligned to stimulus 
onset (t=0) and firing rate, respectively. 
Different colored lines correspond to response 
time courses when the receptive field was on 
the square center (blue), top edge (yellow), 
bottom edge (purple), or background (red). 
Shaded areas indicate SEM across trials. (C) 
Same as (B) for an example glob cell. (D) Same 
as (B) for an example control cell.
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Fig.  4. Single cells in segmentation patches have consistent 
segmentation signals. For the left panel, we computed the 
modulation indices for stimuli where a figure was centered on the 
receptive field versus background stimuli. For the right panel, we 
computed the preference for stimuli where a border was centered 
on the receptive field versus stimuli where no border was in the 
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of correlations for figure- ground in disparity. To conclude, only seg-
mentation patches showed consistent figure- ground tuning across 
texture, luminance, and motion.

We next turn our attention to edge tuning to see whether 
cells could distinguish borders from figural or background 
regions, which is a critical segmentation- related feature. We 
compared responses to edges versus nonedges, i.e., when either 
the top or bottom edge was on the receptive field versus when 
the square center or background was on the receptive field 
(Fig. 4, right column). Segmentation patch cells that preferred 
edges over nonedges for texture stimuli also tended to consist-
ently prefer edges for luminance, motion, and disparity stimuli. 
Cells from control regions also showed consistency in edge 
tuning; however, correlations were weaker than in segmenta-
tion patches for all modalities. Cells from globs did not show 
significant consistency in edge tuning for any modality. To 
summarize, segmentation patch cells showed the most consist-
ent tuning to edges, followed by control region cells, and there 
was no significant consistency in globs. Besides consistency 
between modalities, it is also important to note that the mag-
nitude of edge versus nonedge modulation indices was higher 

for segmentation patch cells versus glob/control region cells, 
for all four modalities (unpaired t test, see P values next to 
marginal distributions in Fig. 4). This was also true for figure 
versus background modulation indices, except for disparity 
figure versus background.

We next investigated the occurrence of consistent border- ownership 
cells, e.g., cells that consistently preferred the top edge over the bot-
tom edge of a square for all four modalities. We found that even in 
segmentation patches, cells that showed consistent and significant 
border- ownership tuning across all four modalities were rare (1.8% 
of all segmentation patch cells), and even rarer in globs and control 
regions (0% of glob cells and 0.3% of control region cells). However, 
we did find a site inside a segmentation patch where consistent 
border- ownership cells were clustered. We recorded a total of 22 cells 
from this site. Reproducibly across days, we were able to find cells 
within 1 mm of this site that were consistent across all four modalities 
(Fig. 5). We note that the location of this cluster coincided with the 
region inside the lunate fundus in V3d where Adams and Zeki had 
discovered disparity columns (22). The distribution of cells that were 
significantly and consistently tuned to border ownership (Fig. 6) 
differed greatly between cells recorded from inside this site and globs 

0

60

0

40

)z
H(

etar
gniri

F

1
noisse

S

0

100

0

60

0

60

0

60

0 400 0 400 0 400 0 400 0 400 0 400 0 400 0 400

2
noisse

S
3

noisse
S

4
noisse

S
5

noisse
S

6
noisse

S

far

near

far

near

Time (ms)

* * * *

* * * *

* *

* * *

* *

* * *10−3

10−10

Fig. 5. Cluster of consistent border- ownership cells across days. Same conventions as in Fig. 3 but every row corresponds to a cell recorded from the same 
site in different sessions in monkey F. Inset on the top left shows electrode targeting the patch with fMRI contrast overlaid. Asterisks indicate which of the four 
modalities showed a significant and consistent border- ownership preference for each cell.D

ow
nl

oa
de

d 
fr

om
 h

ttp
s:

//w
w

w
.p

na
s.

or
g 

by
 G

eo
rg

e 
Po

rt
er

 o
n 

Se
pt

em
be

r 
11

, 2
02

3 
fr

om
 I

P 
ad

dr
es

s 
13

1.
21

5.
22

5.
15

4.



PNAS  2023  Vol. 120  No. 32  e2221122120 https://doi.org/10.1073/pnas.2221122120   7 of 10

or control regions ( P = 1.4 × 10−15 , one- way ANOVA). In monkey 
T, we were not able to perform a segmentation localizer scan and 
hence targeted a similar location in the lunate fundus based on anat-
omy. In this monkey we also found a site where we reproducibly 
recorded border- ownership cells with consistent tuning across four 
sessions (SI Appendix, Fig. S2).

Even without single cells that consistently encode figure- ground 
assignment, it is possible that the segmentation of a scene can be 
read out from a population code. We therefore trained a linear 

classifier using all cells from segmentation patches, globs, or con-
trol regions, to discriminate between figure, background, top edge, 
or bottom edge (Fig. 7; expected chance decoding performance = 
25%). The linear classifier’s objective was to correctly assign one 
of the four labels to a given trial, on which texture, luminance, 
motion, or disparity stimuli were presented, using the firing rates 
of a given number of neurons on that trial. We cross- validated 
decoding accuracies by training on one half of all trials and testing 
on the other half. Decoding accuracies were significantly higher 
when using cell populations from segmentation patches (reaching 
up to 86.1%) compared to control regions and globs, with globs 
yielding the lowest decoding accuracies. It is notable that the 
decoding accuracy using 200 segmentation patch cells was ~2.6 
times higher compared to the average decoding accuracy using 
single segmentation patch cells (Fig. 7; leftmost data point), 
underscoring the power of the population decoding approach.

As a control, we also tried to decode color (Fig. 8). For a subset 
of sessions, we presented colored squares centered on the receptive 
field of the cell. The square in each stimulus had one of three 
luminances (dark, regular, and bright), and one of six equilumi-
nant colors, i.e., 18 stimuli total. Using the same procedures as 
for figure- ground segmentation, we trained a decoder to discrim-
inate between the six colors (chance: 16.7%). This time, globs had 
the highest decoding accuracy, followed by control regions, and 
then segmentation patches. This shows that segmentation patches 
are not better at encoding visual properties in general but are rather 
specialized for encoding segmentation features.

Discussion

We found that fMRI activations evoked by stimuli containing figures 
compared to ground significantly overlap for different types of stim-
uli but are mostly distinct from color- activated regions of visual 
cortex. This suggests that visual cortex possesses modules that are 
specialized for segmentation and can use a variety of different cues, 
including texture, luminance, motion, and disparity, to segment the 
visual scene. While earlier studies examined figure- ground and 
border- ownership signals in V1 and V2, respectively, here we also 
found segmentation patches in V3, V3A, V4, and V4A. Signals 
obtained during fMRI are only an indirect measure of neural activity, 
however, and we therefore targeted a subset of these figure- activated 
regions with electrophysiological recordings to determine whether 
single units support this hypothesis. We found that both figure- 
ground and figure borders are encoded more consistently across 
modalities inside segmentation patches compared to outside the 
patches. Across cortex, only a small percentage of cells showed con-
sistent border- ownership tuning across modalities. However, remark-
ably, we found that border- ownership cells with consistent tuning 
were clustered in a segmentation patch and could be recorded from 
reliably across days from the same site. Going beyond coding of single 
cells, we found that segmentation could be decoded better from a 
population inside the segmentation patches than in either globs or 
control regions. Finally, the improved decoding of segmentation 
features could not be explained by better signal- to- noise ratio or 
more selective tuning in general within segmentation patches, as 
decoding of color turned out to be significantly better in globs com-
pared to segmentation patches.

Earlier studies reported cells scattered across retinotopic areas 
tuned to segmentation features such as figure- ground and border 
ownership for a specific stimulus such as luminance- defined 
squares (2–5, 23, 24). However, critics may dismiss these cells as 
a chance byproduct of, e.g., a simple feedforward network trained 
on object recognition that does not actually perform scene seg-
mentation (25), analogous to how a completely untrained neural 
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Fig.  6. Much higher proportions inside the border- ownership cluster of 
monkey F (cf. Fig. 5) show consistent coding of border ownership. Bars indicate 
proportions of cells within the border- ownership cluster (blue), globs (red), and 
control regions (yellow), respectively, that were significantly and consistently 
tuned to border- ownership across a given number of modalities (shown on 
the X axis). For a given modality, responses across all trials of top edge and 
bottom edge, respectively, were averaged to determine if the cell preferred 
top edge or bottom edge for that modality. To determine if this preference 
was significant, two- sample t tests across trials were performed (threshold 
P<0.05). For each cell the number of modalities where the cell was significantly 
tuned to side- of- figure and where the cell preferred the same side- of- figure 
as for texture, was computed, to produce the histogram. For texture, only 
significance was required to reach the significant and consistent criterion.
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Fig. 7. Segmentation can be decoded with higher accuracy from segmentation 
patches. We used a linear classifier to discriminate between four classes 
(figure, background, top edge, bottom edge; chance performance: 25%). For 
each data point, we performed 100 iterations of randomly selecting a given 
number of neurons (X axis) from all cells recorded from segmentation patches 
(blue), globs (red), or control regions (yellow) and randomly selecting one half 
of the trials for training the classifier and the other half for testing to determine 
cross- validated decoding accuracies (Y axis). Firing rates averaged across 0 ms 
to 250 ms after stimulus onset for each neuron were used as features for the 
classifier. Solid lines indicate cross- validated decoding accuracies averaged 
across iterations. Dashed lines indicate the 95% CI across the 100 iterations.D
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network with random weights may exhibit units with selectivity 
to certain face features (26). In fact, a previous study that used a 
larger battery of stimulus types found that ostensible border-  
ownership cells actually encoded side- of- figure inconsistently 
across stimuli and that none of the recorded cells encoded border 
ownership consistently across all stimulus types (12). However, 
the clustering of segmentation coding into discrete modules and 
the existence of cells therein that encode border- ownership invar-
iant to cue, as described in the present study, gives credence to the 
hypothesis that border- ownership cells indeed play a functional 
role for segmenting the visual scene. The fact that figure- ground 
and border- ownership modulation were defined by modulation 
to stimulus pairs where the local contrast was identical (e.g., a 
white/black square on a black/white background compared to a 
full field white/black square) suggests that cells were modulated 
by segmentation features and not just low- level attributes within 
the receptive field.

In a recent complementary study, Yamane et al. also employed 
a decoding approach to figure- ground using natural images while 
recording from a population of V4 neurons (27) and reported a 
similar decoding accuracy of ~85%. Compared to our study, 
however, there were several important differences: First, Yamane 
et al. only trained the decoder to discriminate between two 
labels, figure and background, which is an easier task than dis-
criminating between the four labels (figure, background, top 
edge, bottom edge) in the present study (chance performance 
50% instead of 25%); when we tried decoding only figure versus 
background using 200 segmentation patch cells, average decod-
ing accuracy was 90.6%. In addition, the natural images used 
by Yamane et al. had abundant local information within the 
receptive field that could be used by the decoder. In contrast, 
our stimuli were designed so that every stimulus was matched 
by a complementary stimulus with the same content within the 
receptive field but opposite figure- ground label, and hence, our 
decoder could not have relied solely on local cues within the 
receptive field to reach the observed decoding accuracy. Instead, 
cells must have used the global configuration of the stimulus to 
compute figure- ground segmentation. Future studies may inves-
tigate whether recording cells from segmentation patches 
improves decoding of figure- ground information for natural 
images.

In a parallel recent study, Franken and Reynolds reported clus-
ters of border- ownership cells showing the same border- ownership 
preference, confirming our finding of modularity (11). Importantly, 
while Franken and Reynolds targeted random locations in V4 and 

used only one stimulus type (namely, luminance- defined squares), 
here we report clustering of border- ownership coding inside 
fMRI- defined locations that was consistent across stimulus types. 
Furthermore, our study shows that segmentation patches are 
found not only in V4 but also in V2, V3, V3A, and V4A. Finally, 
we find that these segmentation patches encode not only border 
ownership but also figure- ground.

Previous accounts of modularity in retinotopic cortex focused on 
segregation of coding for relatively low- level features of an image 
such as color, motion, and disparity (17). The present study extends 
this concept to modules coding features with a specific computa-
tional function, segmentation of a visual scene. The existence of 
specialized modules for segmentation is predicted by computational 
models of object representation which separate shape (i.e., the out-
line or segmentation mask of an object) from appearance (i.e., the 
texture map of an object) (13–16). In computer vision, there has 
been a large amount of work exploring the contributions of texture 
versus shape to visual recognition. For example, in the recursive 
cortical network model used by George et al. to solve “captchas,” 
objects are factorized into a surface and a contour representation, 
enabling objects with highly distinct surface textures but the same 
contour structure to be readily recognized (15). Similarly, it has 
been found that conventional deep networks strongly rely on tex-
ture, but if trained on a diet of texture- poor images, they can learn 
to exploit shape, which can yield improved object detection perfor-
mance (16). These studies suggest that there is a computational 
advantage to separate the computation of object texture and object 
shape, invariant to texture. Thus, there are strong theoretical reasons 
to expect the existence of segmentation modules dedicated to com-
puting cue- invariant shape. The current results suggests that primate 
retinotopic cortex exploits this strategy. Segmentation- related fea-
tures computed by segmentation patches may be used by later areas 
beyond retinotopic cortex to compute, e.g., cue- invariant shape in 
inferotemporal cortex (28).

We note that the targeted segmentation patches represent 
merely the strongest regions of fMRI activation to figure versus 
background. We by no means claim that the regions we sampled 
are exhaustive: There may very well be regions outside of our 
targeted regions that encode segmentation. As a further limitation, 
we only showed square- shaped figures so units involved in seg-
mentation but selective for nonsquare shapes may have been 
missed. Moreover, the spatial resolution of fMRI is coarse, so it is 
possible that a finer spatial organization within segmentation 
patches, such as border- ownership columns, exists. The finding 
of clusters of border- ownership cells that could be found across 
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Fig.  8. Color is preferentially encoded outside of segmen tation 
patches. Here, the same conventions are used as in Fig. 7, but instead 
of decoding segmentation, we decoded color from responses in a 
separate experiment where we presented colored squares centered 
on the receptive field. The decoder had to discriminate between six 
color labels (red, green, blue, brown, purple, and cyan) invariant to 
luminance, as shown on the right. This stimulus set was shown in a 
subset of sessions and hence the maximum number of neurons that 
could be used for decoding is less than in Fig. 7.
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days within a <1 mm site is consistent with this possibility. In the 
present study, we found only one cluster each in two monkeys, so 
future experiments are needed to characterize the prevalence and 
spatial organization of these clusters, e.g., using optical imaging 
(29, 30). Overall, we believe that using an imaging- guided 
approach as described here could help make future studies of 
segmentation more tractable, as it allows recording from regions 
that preferentially encode segmentation signals rather than sam-
pling randomly from the visual cortex. Finally, showing that cells 
inside functionally defined patches preferentially encode segmen-
tation signals is suggestive but does not conclusively show that the 
brain actually uses these signals to segment the visual scene. The 
discovery of segmentation patches opens up the possibility for 
targeted perturbation experiments in the future to investigate 
whether, e.g., inhibiting segmentation patches causes behavioral 
deficits related to scene segmentation.

Materials and Methods

All animal procedures used in this study complied with local and NIH guidelines 
including the US NIH Guide for Care and Use of Laboratory Animals. All experi-
ments were performed with the approval of the Caltech Institutional Animal Care 
and Use Committee (IACUC).

fMRI Scanning. We implanted four male rhesus macaques with fMRI- compatible 
head posts and trained them to maintain fixation on a dot in the center of the 
screen for a juice reward. Subsequently, monkeys were scanned in a 3T TIM 
magnet (Siemens). We followed the same scanning and analysis procedures as 
described in Tsao et al. (31), Freiwald and Tsao (32), and Ohayon and Tsao (33). 
Monkeys were injected with monocrystalline iron oxide nanoparticle (MION) 
contrast agent to improve signal- to- noise ratio (34) and passively viewed stim-
uli on a screen of 45- degree diameter while in the scanner. Different types of 
stimuli were presented in blocks of 12 repetition times (TRs) (=24 s) length each. 
Stimulus blocks were interleaved with gray blocks of 12 TRs where no stimuli 
were presented.

Electrophysiology. Cylindrical recording chambers (Crist) were implanted 
using dental acrylic on the left hemisphere of monkey F, the right hemisphere 
of monkey A, and the right hemisphere of monkey T. Custom grids were printed 
and inserted into chambers to record from targets defined by fMRI. Chamber 
positioning and grid design were planned using the software Planner (33). Guide 
tubes were cut and inserted through the grid to extend 2 mm beyond the dura. 
Single tungsten electrodes (FHC) with 1 MΩ impedance were inserted through 
guide tubes and used for recording. An oil hydraulic microdrive (Narishige) was 
used to advance electrodes through the brain. Neural signals were recorded 
using an Omniplex system (Plexon). Local field potentials were low- pass filtered 
at 200 Hz and recorded at 1,000 Hz, while spike data were high- pass filtered at 
300 Hz and recorded at 40 kHz. Only well- isolated units were considered for 
further analysis. During electrophysiology, stimuli were presented on an LCD 
screen (Acer) of 47- degree diameter.

Task. Monkeys were head fixed and passively viewed the stimuli presented on a 
screen in the dark. In the center of the screen, a fixation spot of 0.25- degree diam-
eter was presented and monkeys received juice reward for properly maintaining 
fixation for 3 s. Eye position was monitored using an infrared eye tracking system 
(ISCAN). Images were presented in random order using custom software. For the 
main segmentation fMRI localizer, stimuli consisted of either 8 large (10- degree 
diameter) or 72 small (3- degree diameter) rounded squares that formed a grid 
covering the entire screen (see Fig. 1 B–E for examples of the large square ver-
sion). Squares were laid out interleaved on a checkerboard, i.e., filling up every 
second position of a 4×4 grid (for large squares) or 12×12 grid (for small squares), 
see Fig. 1. The stimulus set also contained a version of each stimulus where the 
locations of squares and empty spaces were swapped, by shifting the squares 
by one square width, so that every position of the visual field was occupied by 
figure equally as often as it was occupied by background. The background control 
contained no shapes. For both the main (full- field) segmentation localizer (Fig. 1 
A–E) and segmentation retinotopy localizer (SI Appendix, Fig. S1), figure shapes 

were defined by luminance, texture, motion, or disparity. For the segmentation 
retinotopy localizer, stimulus shapes were the same as for the standard retinotopy 
localizer, i.e., wedges for polar angle and rings for eccentricity. For luminance, fig-
ures and background were black or white; for texture, figures and background were 
created from lines of two different orientations at random positions; for motion, 
figures and background consisted of dots at random positions moving left or right; 
for disparity, figures and background consisted of random dots viewed through 
red- cyan goggles that had near or far disparity. For all stimuli, we also showed 
stimuli with switched figure and background assignment, e.g., for luminance, we 
also showed the same stimuli where figures were white and background was black. 
During fMRI experiments, stimuli were presented in a block design. Stimuli of each 
modality (luminance, texture, motion, and disparity) were presented in different 
blocks. Moreover, for each modality there was a block of stimuli that contained 
figures and a separate control block of stimuli that contained only background. 
Each block was presented for 24 s, and stimuli of each block were presented in 
pseudorandom order with 500 ms ON time, 0 ms OFF time.

Stimuli presented during electrophysiology experiments were similar to the 
main segmentation fMRI localizer, in that figures were defined by luminance, 
texture, motion, or disparity; however, they only contained a single (nonrounded) 
square that had a size and orientation determined by the receptive field and ori-
entation tuning (see Online analysis). The square position was shifted giving rise 
to the four conditions described in the Results (square centered on receptive field, 
top edge of square centered on receptive field, bottom edge of square centered 
on receptive field, only background without a square). During electrophysiology, 
stimuli were presented for 250 ms ON time and 50 ms OFF time. Emission spectra 
were measured using a PR- 650 SpectraScan colorimeter (Photo Research) and for 
the color experiment colors were adjusted to be equiluminant. For disparity stim-
uli, random dots were slightly shifted to the left and right, respectively, depending 
on whether they were on the square or in the background, by a distance of 3% of 
the square diameter, leading to horizontal disparities on the order of 0.2 degrees.

Online Analysis. Spikes were isolated and sorted online using the software 
PlexControl (Plexon). We first computed receptive fields and orientation tuning 
of each cell. After determining an approximate location of the receptive field 
by manually sweeping a small blinking square (0.2 degrees) across the screen, 
we mapped receptive fields by computing the spike- triggered average (STA) 
in response to a random stimulus of size 8 degrees that was centered on the 
hand- mapped location as described in Hesse and Tsao (12). A 2- dimensional 
Gaussian was fitted to the STA to determine the center and size of the receptive 
field. Subsequently, stimulus position and size were adjusted so that the receptive 
field was centered on the stimulus and the square contained in the stimulus was 
larger than the receptive field. Moreover, the preferred orientation of the cell was 
determined from the sine grating orientation that elicited the highest response, 
and subsequent stimuli were rotated so that edges centered on the receptive 
field were presented in the preferred orientation.

Offline Analysis. fMRI data were analyzed using FS- FAST and Freesurfer (35) 
as well as custom code written in Matlab. For computing fMRI time courses, we 
defined ROI based on voxels that either were a) significantly activated by the 
texture- defined figures minus background contrast ( P < 10

−3 , t test, computed 
using FS- FAST) and inside retinotopically defined visual areas V1, V2, V3, V3A, V4, 
or V4A, as defined by retinotopy, or b) not significantly activated by the texture- 
defined contrast and in one of the visual areas. We plotted time courses averaged 
across these voxels for each run for the first 48 s after stimulus onset (and hence, 
also including the following gray block). Baselines, computed from the average 
response in the preceding gray block, were subtracted from responses (Fig. 2A). 
For statistical testing of fMRI time courses, we computed the average response 
across a time window from 8 s after block onset to 8 s after block offset and 
performed two- sample t tests. For computing modulation indices (Fig. 2B), we 
computed average responses across the same time window, without baseline 
subtraction to ensure nonnegativity of responses.

For electrophysiology data, spikes were resorted offline using OfflineSorter 
(Plexon). Trials in which monkeys broke fixation were discarded (using a 
1- degree eccentricity fixation window). Peristimulus time histograms were 
computed and smoothed with a Gaussian kernel (σ=100 ms) for plotting. To 
determine whether a cell is visually responsive, we computed each trial’s visual 
response (averaged spike count from 50 ms to 250 ms after trial onset) and D
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baseline (averaged spike count from 50 ms before trial onset to 50 ms after 
trial onset) and performed a paired t test across trials (threshold: P < 0.05 ). 
Since mean spike counts are not expected to satisfy a Gaussian distribution, 
we also applied an Anscombe transform to spike counts and repeated the t 
test which yielded the same results on visual responsiveness for 99.9% of 
all cells. To compute modulation indices and determine consistency of cells’ 
selectivity, we used average spike counts 50 ms to 250 ms after trial onset. 
For figure versus background modulation indices, we compared responses for 
stimuli where a figure was centered on the receptive field (i.e., square center) 

versus background stimuli, i.e., MIFG =
Rfigure − Rbackground

Rfigure + Rbackground
 . Note that for disparity, 

we defined the center of the far- disparity square on a near- disparity back-
ground (i.e., a hole) as background, so that only the center of the near- disparity 
square on a far- disparity background was labeled as figure. For edge versus 
nonedge modulation indices, we computed the preference for stimuli where 
a border was centered on the receptive field (i.e., top edge or bottom edge) 
versus stimuli where no border was in the receptive field (i.e., square center or 

background), i.e., MIEdge =
Redge − Rnon−edge

Redge + Rnon−edge
 . For decoding, we trained a support 

vector machine (libsvm package in Matlab (36) with a linear kernel function 
and otherwise default parameters) to discriminate between the four classes 

“Figure,” “Background,” “Top edge,” and “Bottom edge” on a single- trial- basis 
using spike counts from 50 ms to 250 ms after trial onset of each recorded 
neuron as features. Since neurons were recorded across different sessions, we 
created a pseudopopulation [similar to Yamane et al. (27), see Discussion for 
a detailed comparison] with the requirement that for every included neuron 
at least 40 trials were collected for each stimulus. We varied the number of 
neurons to be included for training (X axis in Figs. 7 and 8) and constructed a 
feature matrix with number of neurons as columns and total number of trials 
(40 per stimulus) as rows. We performed twofold cross- validation by randomly 
splitting all trials into two halves, with one half being used for training and 
the other half being used for testing. For each number of neurons to include 
(value on the X axis in Figs. 7 and 8), we performed 100 iterations of randomly 
selecting neurons from the pseudopopulation and randomly selecting training 
and testing trials to get a distribution of decoding accuracies. All analysis was 
performed in Matlab (Mathworks).

Data, Materials, and Software Availability. The data that were analyzed in 
this manuscript are available on Dryad (https://doi.org/10.6078/D1313P) (37).
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